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Preface to the Series 

Experimental life sciences have two basic foundations: concepts and tools. The Neuro-
methods series focuses on the tools and techniques unique to the investigation of the nervous 
system and excitable cells. It will not, however, shortchange the concept side of things as 
care has been taken to integrate these tools within the context of the concepts and questions 
under investigation. In this way, the series is unique in that it not only collects protocols but 
also includes theoretical background information and critiques which led to the methods 
and their development. Thus it gives the reader a better understanding of the origin of the 
techniques and their potential future development. The Neuromethods publishing program 
strikes a balance between recent and exciting developments like those concerning new 
animal models of disease, imaging, in vivo methods, and more established techniques, 
including, for example, immunocytochemistry and electrophysiological technologies. New 
trainees in neurosciences still need a sound footing in these older methods in order to apply 
a critical approach to their results. 

Under the guidance of its founders, Alan Boulton and Glen Baker, the Neuromethods 
series has been a success since its first volume published through Humana Press in 1985. The 
series continues to flourish through many changes over the years. It is now published under 
the umbrella of Springer Protocols. While methods involving brain research have changed a 
lot since the series started, the publishing environment and technology have changed even 
more radically. Neuromethods has the distinct layout and style of the Springer Protocols 
program, designed specifically for readability and ease of reference in a laboratory setting. 

The careful application of methods is potentially the most important step in the process 
of scientific inquiry. In the past, new methodologies led the way in developing new dis-
ciplines in the biological and medical sciences. For example, Physiology emerged out of 
Anatomy in the nineteenth century by harnessing new methods based on the newly discov-
ered phenomenon of electricity. Nowadays, the relationships between disciplines and meth-
ods are more complex. Methods are now widely shared between disciplines and research 
areas. New developments in electronic publishing make it possible for scientists that 
encounter new methods to quickly find sources of information electronically. The design 
of individual volumes and chapters in this series takes this new access technology into 
account. Springer Protocols makes it possible to download single protocols separately. In 
addition, Springer makes its print-on-demand technology available globally. A print copy 
can therefore be acquired quickly and for a competitive price anywhere in the world. 

Saskatoon, SK, Canada Wolfgang Walz

v



Preface 

The human brain is composed of nearly one hundred billion neurons of various types. 
Understanding how these cells interact with one another is critical if we want to untangle the 
mystery of how the brain functions in both health and disease. While early detectives like 
Holmes and Watson used their powers of observation aided by magnifying glasses and 
two-lens microscopes, modern neuroscientists have more sophisticated tools at their dis-
posal. At the finest level, neurophysiologists measure electrical current and voltage changes 
across the membrane of individual cells. This technique provides granular understanding of 
the activity of single cells but yields limited information about the brain as a whole. At the 
other extreme, functional magnetic resonance imaging can measure blood flow throughout 
the entire brain on a macroscopic level. This method provides some understanding of which 
brain regions are more or less active under different circumstances, but only at a very large 
scale: on the order of tens to hundreds of thousands of cells per voxel of data, and typically at 
a temporal rate on the order of seconds. In between these two extremes is a class of neural 
recording techniques that function at a level called the “mesoscale.” Mesoscale measure-
ments fill the gap between the micro- and macroscale—examining neural activity over 
portions of the brain at high spatial and temporal resolution. These techniques can rely on 
arrays of electrodes but for the most part they depend on various forms of neuroimaging. 

Since the 1980s, several different imaging modalities, such as intrinsic optical signal 
imaging, flavoprotein autofluorescence imaging, as well as voltage- and calcium-sensitive 
dye imaging have been used in neuroscience to measure mesoscale neural activity. More 
recently, advances in genetics and molecular biology have produced transgenic animals, 
particularly rodents, that express activity-dependent fluorescent markers. These laboratory 
animals can be readily acquired, bred, and employed in studies that track neural activity 
using different imaging techniques. Meanwhile, advances in virus development are produc-
ing increasingly diverse options for fluorescence imaging. Currently, fluorescence markers 
can be restricted to specific cell types, cortical layers, and brain regions and can be made 
dependent on secondary genetic factors, allowing for conditional expression. More recently, 
these markers can also vary in fluorescent color and, instead of simply marking neural 
activity, can provide a readout of specific neurotransmitter release. Accompanying these 
advances, recent engineering developments in imaging and computer technology have 
coalesced to make mesoscale imaging an increasingly accessible and important method in 
neuroscience. 

A large body of neuroscientific work has employed these methods in animal models that 
are head-fixed and anesthetized. However, all anesthetics carry the confound of altering 
both natural brain activity and vascular reactivity, better known as neurovascular coupling. 
To better understand neural function in more realistic, ethologically valid, settings, it is 
critical to apply the above techniques to animals in awake, non-anesthetized, conditions. 
This is now readily achievable by using the intracranial imaging tools and methods described 
in this volume. 

In Part I of this book, the authors highlight novel imaging modalities, such as neuro-
transmitter and single-cell resolution imaging and analyses of neuroimaging data in awake 
behaving rodents. In Part II, technical innovations are emphasized such as novel head-
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mounted camera systems, multi-site photometry, and concurrent imaging-electrographic 
probes. Part III presents methods of mesoscale imaging during normal behavior, with a 
focus on motor systems that are easily accessed in rodents. Finally, Part IV highlights the 
mesoscale imaging methods used to study neurological diseases and disorders, which are 
especially critical to observe in the non-anesthetized condition. Altogether, the chapters of 
this volume will provide an understanding of how mesoscale imaging can be applied in 
various areas of neuroscientific research. We thank all the contributing authors for their time 
and efforts in making this exciting and innovative topic available to the reader through this 
textbook. 

viii Preface

New York, NY, USA James E. Niemeyer 
Hongtao Ma 

Theodore H. Schwartz
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Part I 

Imaging Modalities and Analyses



Chapter 1 

Mesoscopic Imaging of Neurotransmitters 
and Neuromodulators with Genetically Encoded Sensors 

Fei Deng, Jiesi Feng, Hao Xie, and Yulong Li 

Abstract 

Neurotransmitters (NTs) and neuromodulators (NMs) play vital roles in various physiological and patho-
logical processes. To better understand the transmission mechanisms of NTs or NMs (NTs/NMs), it is 
critical to monitor the dynamics of NTs/NMs with high sensitivity, specificity, and spatiotemporal resolu-
tion. With recent advances in genetically encoded NT/NM indicators (GENIs) and mesoscopic imaging, it 
is now possible to visualize the spatiotemporal dynamics of NTs/NMs in vivo on a large scale, even cover 
the entire mouse neocortex, enabling simultaneous recording of multiple brain regions to further investi-
gate the relationship among different cortex regions. Here, we present an overview of the principle, 
development, and application of GENIs, focusing on their joint utilization with mesoscopic imaging. 

Key words Neurotransmitter, Neuromodulator, GENI, Sensor, PBP, GPCR, GRAB, Mesoscopic 
imaging 

1 Introduction 

As one of the most complex organs in our body, the brain plays 
essential but diversified functions via interconnected neural net-
works consisting of billions of neurons and other cells, such as 
glia. To decipher neural networks, it is critical to monitor neural 
activities. The recording of neural activities has been revolutionized 
by advances in voltage and calcium sensors, as discussed in previous 
chapters, which deepens our understanding of neuromodulation. 
However, mysteries are still embedded in the nervous system 
because recording neural activities alone does not capture commu-
nications between different cells directly, particularly the molecular 
dynamics during signal transmission in neural networks. 

As we know, neurons communicate with each other via 
synapses, including electrical synapses and chemical synapses. 
Chemical synapses, as the predominant synapse, can release and 
receive neurotransmitters and neuromodulators (NTs/NMs) for

James E. Niemeyer et al. (eds.), Awake Behaving Mesoscopic Brain Imaging, Neuromethods, vol. 214, 
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signal transduction [1]. Typically, NTs/NMs are released from the 
presynaptic terminal and bind to receptors on the postsynaptic cells, 
regulating the excitability and gene expression of targeted cells. 
There are over 100 different NTs/NMs, which can be classified 
into acetylcholine (ACh), amino acids, monoamines, nucleotides, 
neuropeptides, and neurolipids [2, 3]. The neurotransmission 
mediated by NTs/NMs involves many critical physiological pro-
cesses, such as arousal, attention, appetite, sleep–wake cycles, per-
ception, emotion, reward, learning, and memory [4, 5]. In 
contrast, the malfunction of neurotransmission is associated with 
many brain disorders, including depression, addiction, anxiety, epi-
lepsy, schizophrenia, and even Alzheimer’s and Parkinson’s disease 
[6–12]. So, there is an urgent need to monitor NTs/NMs with 
high sensitivity, specificity, and spatiotemporal resolution, which 
will enhance our comprehension of their functions and may also 
provide valuable insights into the treatment of related diseases.

4 Fei Deng et al.

Various methodologies have been developed to detect 
NT/NM dynamics, including traditional methods and newly 
developed genetically encoded NT/NM indicators (GENIs), 
which have been extensively reviewed elsewhere [2, 3, 13, 14]. Tra-
ditional methods show different limitations, in terms of sensitivity, 
molecular and cell-type specificity, temporal and spatial resolution, 
and invasiveness, particularly for in vivo detection. For example, 
microdialysis has a relatively slow sampling rate, usually about 
5–10 min; while fast-scan cyclic voltammetry (FSCV) struggles to 
distinguish chemicals with similar structures; and electrophysiology 
requires the application of receptor antagonists to verify molecular 
specificity. In addition, these three methods are invasive and 
low-throughput. Although some traditional genetically encoded 
methods have already been developed, such as SNAP-tag based 
indicator proteins with a fluorescent intramolecular tether (Snifits 
[15]), cell-based neurotransmitter fluorescent engineered reporters 
(CNiFERs [16]), and the TANGO assay [17], they still cannot 
fulfill the in vivo detection requirements. In contrast, newly devel-
oped GENIs offer numerous advantages over traditional methods, 
including high sensitivity, specificity, and spatiotemporal resolution 
as well as less invasiveness (Fig. 1). These advantages are especially 
significant when combined with mesoscopic imaging, which pro-
vides a large field of view (FOV) spanning millimeters at video 
frame rate [18]. According to the Allen brain atlas, there are 43 iso-
cortical areas with distinct functions [19], such as visual, somato-
sensory, and motor cortex. By simultaneously imaging NT/NM 
dynamics in different regions under different conditions, we can 
gain a better understanding of their release patterns and relation-
ships. Moreover, multiple NTs/NMs can be simultaneously moni-
tored with multicolor GENIs in the same cortical region or even 
same-color GENIs in different regions, benefited from the large 
FOV of mesoscopic imaging. Overall, GENIs in combination with



mesoscopic imaging are a powerful technique for investigating the 
intricate dynamics of NTs/NMs in the brain. 
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Fig. 1 Current methods for detecting neurotransmitters and neuromodulators. Several current methods are 
evaluated in different aspects with corresponding scores. The higher score indicates better performance and 
GENIs exhibit an overall superior performance. FSCV fast-scan cyclic voltammetry, Snifits SNAP-tag based 
indicator proteins with a fluorescent intramolecular tether, CNiFERs cell-based neurotransmitter fluorescent 
engineered reporters, GENIs genetically encoded neurotransmitters or neuromodulators indicators 

In this chapter, we will introduce GENIs and their fundamental 
concepts. Additionally, we will discuss how GENIs can be applied in 
mesoscopic imaging, and provide an example to illustrate the pri-
mary workflow. 

2 Genetically Encoded Neurotransmitter and Neuromodulator Sensors 

Here, we will firstly provide a comprehensive overview of GENIs, 
including their principles and properties. Next, we will summarize 
general strategies for developing and optimizing GENIs to meet 
the requirements for in vivo applications. Lastly, we will discuss 
different methods for delivering GENIs to animals for whole cortex 
expression and considerations when using GENIs for mesoscopic 
imaging. 

2.1 Principles and 

Properties of GENIs 

A GENI usually consists of a recognition module and a reporter 
module, typically connected by linkers (Fig. 2). The recognition 
module binds the NT/NM molecules and induces conformational 
changes, which can be transduced to the reporter module to report 
signal changes by various readouts, such as fluorescence intensity. 

So far, two main types of scaffolds have been employed as the 
recognition module in GENIs, including periplasmic binding pro-
teins (PBPs) and G-protein-coupled receptors (GPCRs). PBPs of 
gram-negative bacteria belong to a widespread protein superfamily, 
capable of binding a variety of ligands [20]. Upon ligand binding,



PBPs change from a ligand-free open state to a ligand-bound closed 
state, which can transduce large conformational changes to the 
reporter module. In the past decades, a series of sensors have 
been developed based on PBPs, such as glutamate [21–24], 
GABA [25], ATP [26], ACh [27], and serotonin (5-HT) [28] 
sensors. Another class of recognition modules are GPCRs, which 
are the most prominent family of membrane receptors and can 
detect most extracellular signaling molecules, including NTs/NMs 
[29]. GPCRs share a highly conserved structure, composed of 
seven transmembrane helices (TM1–TM7), three extracellular 
loops (ECLs) and three intracellular loops (ICLs), an N-terminal, 
and a C-terminal. Upon binding its corresponding ligand, the 
GPCR undergoes a conformational change from an inactive state 
to an active state, leading to significant structural changes, particu-
larly between TM5 and TM6 [30]. After years of dedicated efforts, 
many GPCR-based sensors have also been developed, such as ACh 
[31, 32], dopamine (DA) [33–36], norepinephrine (NE) [37, 38], 
5-HT [39–41], adenosine (Ado) [42, 43], adenosine 5′-
-triphosphate (ATP) [44], and histamine (HA) [45] sensors. 

6 Fei Deng et al.

Components and principle of GENIs 

NT/NM 

Recognition module Reporter module 

Single cpFP 

FRET pair 
Ex. Em. 

PBP scaffold 
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TM
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Single cpFP 
NT/NM 
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Apo state Sat state 

Fig. 2 Components and principle of genetically encoded NT/NM indicators (GENIs). A GENI consists of a 
recognition module and a reporter module. Upon binding with NT/NM, it can change from the Apo (ligand-free) 
to Sat (ligand-bound) state, producing changeable fluorescence signals. PBP periplasmic binding protein, 
GPCR G protein-coupled receptor, FRET fluorescence resonance energy transfer, cpFP circularly permuted 
fluorescent protein 

Both PBPs and GPCRs have their own advantages and limita-
tions, including the following: 

1. PBP-based sensors can be expressed not only in the cell mem-
brane with some membrane-tethered motifs for detecting 
extracellular NTs/NMs but also in the cytosol or some orga-
nelles for intracellular detections [28]. While most GPCR-
based sensors can only localize to cell membrane, which limits 
their application in intracellular compartments.
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2. GPCR-based sensors inherit the pharmacological properties of 
the endogenous GPCR, which may be a double-edged sword. 
On the one hand, agonists or antagonists can be used to verify 
signals of the sensor, serving as an internal control; on the other 
hand, it is important to avoid using drugs that can directly 
affect sensor performance when monitoring NTs/NMs 
in vivo. However, this property can also be leveraged to screen 
for drugs that can bind to endogenous GPCRs. For example, 
using a 5-HTR2A-based sensor, PsychLight, Dong et al. suc-
cessfully identified a non-hallucinogenic psychedelic analog 
[40]. In contrast, PBP-based sensors are less likely to be 
affected by some drugs targeting GPCRs since PBPs are 
derived from bacteria. 

3. GPCRs typically have affinities in accord with physiological 
concentrations, making them more suitable for detecting 
NTs/NMs in most physiological conditions. Moreover, for 
some of NTs/NMs, there may be multiple subtypes of 
GPCRs with varying affinities, which can be developed to 
sensors with a wide range of affinities. For example, there are 
12 subtypes of GPCRs for 5-HT with half-maximal effective 
concentration (EC50) ranging from nanomolar to micromolar 
[46], which are appropriate for detecting 5-HT levels both in 
physiological and pathological conditions [47–49]. Thus, a 
variety of GPCR-based sensors with different affinities have 
been developed, with EC50 ranging from nanomolar to micro-
molar [39–41, 50]. And in general, sensors with lower affinities 
have faster off kinetics, which are more suitable for detecting 
transients of NTs/NMs. In contrast to GPCR-based sensors, 
most of PBP-based sensors have low affinities and fast off 
kinetics. 

4. There are limited PBPs that can bind NTs/NMs, which 
restricts the expansion of PBP-based sensors for most 
NTs/NMs. It is possible to engineer the binding pocket of an 
existing PBP to tune its selectivity for other NTs/NMs, as 
demonstrated in one of the state-of-the-art works that a 
5-HT sensor, iSeroSnFR, was redesigned from an ACh sensor, 
iAChSnFR [28]. However, its sensitivity is still not satisfied for 
in vivo detection of 5-HT dynamics. Moreover, it is quite 
difficult and laborious to expand this strategy to other 
NT/NMs for developing highly selective sensors. In contrast, 
for most NTs/NMs, there is at least one endogenous GPCR 
that can bind to NTs/NMs, making it more practical to 
develop GPCR-based sensors for most NTs/NMs. 

The reporter module can be used to transduce conformational 
changes of the recognition module into various signals, and fluo-
rescence is one of the most commonly used signals. This can be



achieved by either a fluorescence resonance energy transfer (FRET) 
pair or a single fluorescent protein (FP). The reporter module of a 
FRET-based sensor consists of a FRET pair with both a donor and 
an acceptor fluorescent protein, such as CFP and YFP [51]. The 
conformational changes in the recognition module can alter the 
distance and orientation between the FRET pair, thereby modulat-
ing the FRET efficiency and leading to changes in the fluorescent 
intensity ratio between the donor and acceptor. FRET-based sen-
sors can be used as ratiometric sensors since they rely on two 
spectral-distinct FPs, making them resistant to artifacts (e.g., move-
ment), and suitable for analyte quantification. However, FRET-
based sensors have limited dynamic range due to the steric hin-
drance of the bulky FP moiety, which prevents the FRET pair from 
getting close enough to each other. For example, a FRET-based 
5-HT sensor, named 5HT-CC, exhibited good membrane localiza-
tion and high selectivity to 5-HT, but only a ~4% increase in FRET 
ratio in response to saturated 5-HT [52]. Nonetheless, no in vivo 
application of 5HT-CC has been reported yet, possibly due to its 
insufficient sensitivity. Single FP-based sensors typically contain a 
circularly permuted FP (cpFP) or split FP, and their fluorescence 
intensities change with the conformational changes of the recogni-
tion module. And a circularly permutated enhanced green fluores-
cent protein (cpEGFP) is widely used in most single FP-based 
sensors. Unlike FRET sensors, their dynamic ranges are not limited 
by the FRET efficiency and can show relatively high response, 
making them suitable for in vivo applications. For example, a 
green fluorescent 5-HT sensor, named GRAB5-HT1.0, can report 
endogenous 5-HT release in flies and mice with over 50% fluores-
cence increases evoked by odor and MDMA application, respec-
tively [39]. Most single FP-based sensors are intensiometric, with 
one excitation or emission peak. Thus, these intensiometric sensors 
are also suitable for commonly used and low-cost imaging systems, 
such as the fiber photometry recording system. 

8 Fei Deng et al.

Considering that single FP-based sensors show good perfor-
mance and have been used in vivo, properties for most GENIs with 
single chromophore are summarized in Table 1. 

2.2 Development and 

Optimization of GENIs 

As mentioned above, GENIs consist of a recognition module, a 
reporter module, and linkers. To develop a GENI, the first step is to 
screen a well-performed recognition module and an appropriate 
reporter module. Then, the best insertion site for the reporter 
module should be scanned and some critical residues of the sensor 
can be further optimized. The detailed workflow has been summar-
ized in other reviews using DA sensors as examples [2, 3, 
53]. Using native GPCR as the recognition module, a series of 
GENIs have been developed recently. 

Here, we take the GRAB5-HT sensor [39] (GRAB stands for 
GPCR activation-based) as an example to illustrate the typical
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workflow for developing and optimizing GENIs based on GPCR 
scaffolds in details (Fig. ). To choose a suitable GPCR scaffold 
as the recognition module (see Note 1), several 5-HT receptor 
subtypes have been fused with a cpEGFP, examining based on the 
membrane trafficking and affinities. The 5-HTR2C-based sensors 
showed the best membrane trafficking and was selected as the 
scaffold. To better transduce the GPCR conformational changes 
into the cpEGFP, insertion sites for cpEGFP and linkers were 
systematically screened. Since the N- and C-terminal linkers 
between GPCR and cpEGFP are critical for the efficiency of

3a, b
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conformational transduction, linkers have been optimized by site-
directed random mutagenesis (see Note 2). In addition, some sites 
in cpEGFP, which are contributed to fast GFP folding and high 
brightness [54, 55], have been optimized as well. After the above 
rounds of iterative optimization, the finalized best candidate was 
named the GRAB5-HT1.0 sensor, which showed a ~280% increase in 
fluorescence (ΔF/F0) with saturated concentration of 5-HT appli-
cation. Additionally, a 5-HT-insensitive sensor was generated by 
introducing the D1343.32 Q substitution, which serves as a negative 
control (Fig. 3b). The GRAB5-HT1.0 sensor also showed good 
membrane localization and large response in cultured neurons 
(Fig. 3c).
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2.3 Expression of 

GENIs In Vivo 

To deliver GENIs in the mammalian system for in vivo application, 
two approaches are commonly used, including viral-mediated gene 
delivery and GENIs knock-in animals. 

Viral-mediated gene delivery is a convenient, fast, and versatile 
approach to achieve efficient expression of GENIs. One of the most 
popular viral tools is the recombinant adeno-associated virus 
(rAAV), which is modified from the wild-type AAV, a member of 
the nonpathogenic parvovirus [56–58]. GENIs can be expressed in 
specific cell types with different serotypes or promoters, i.e., using 
the AAV2/9 pseudotype and CaM kinase II alpha (CaMKIIα) 
promoter to drive GENIs expression in excitatory neurons. Local 
injections of AAVs are commonly used to achieve regional expres-
sion of GENIs in the brain, but global expression in the animal’s 
brain for mesoscopic imaging requires multiple injections due to 
the limited diffusing distance [58]. Although multiple-site injec-
tions in the brain can drive robust expression of GENIs, it is 
laborious, time-consuming, and hard to make a relatively uniform 
expression of sensors (see Note 3). By engineering AAV capsids, 
some AAV pseudotypes, can efficiently cross the blood-brain barrier 
and infect the central nervous systems, such as PHP.eB, which can 
infect more than half of cortical and striatal neurons by intravenous 
administration [59]. PHP.eB-mediated expression of a calcium 
sensor, GCaMP6s, works well in mesoscopic imaging [60], but 
no PHP.eB-mediated expression of GENIs has been reported yet, 
possibly due to the low expression level and signal-to-noise ratio 
(SNR). Given that the AAV9 has a capacity to cross the blood-brain 
barrier (BBB) of mice, especially in neonate [61], a novel method 
called neonatal sinus injection (short for n-SIM) has been reported 
recently, which employs transverse sinus injections of AAV9 at P0 
pups to efficiently deliver gene across the central nervous system, 
leading to the whole-brain expression [62]. The n-SIM is suitable 
for expressing GENIs in animals for mesoscopic imaging, as 
demonstrated in a study using an acetylcholine (ACh) sensor, 
GRABACh3.0, to monitor ACh dynamics in mice across the 
neocortex [63].
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Another approach to driving the expression of GENIs is gen-
erating GENI knock-in animals. Compared with viral-mediated 
expression, transgenic methods expand the ability to monitor and 
manipulate neuronal activities with increased cell-type specificity 
and express gene cassettes with larger sizes. Transgenic animals 
also enable a uniform expression of GENIs in the entire dorsal 
neocortex, making them ideal for mesoscopic imaging. By genetic 
manipulation, some GENIs knock-in animals have been developed 
and are usually in a recombinase-dependent manner, such as the 
iGluSnFR knock-in mice [64], a fluorescent glutamate sensor line, 
which has also been successfully used in mesoscopic imaging 
[65]. With the development of gene editing tools [66] and 
advancements in the development of a series of GENIs [31–37, 
39, 44, 67], it is possible to generate transgenic animals for expres-
sion of various GENIs. By crossing with different driver lines, we 
are also able to express GENIs in specific cells for monitoring 
NTs/NMs. For example, Feng et al. measured cell type-specific 
NE signals in response to tactile stimuli by expressing the GRAB-

NE2m sensor in excitatory neurons or astrocytes via crossing the 
GRABNE2m knock-in mice with CaMKIIα-Cre or GFAP-Cre 
mice, respectively [68]. Although GENI knock-in animals exhibit 
many advantages, compared with viral-mediated expression, gener-
ation of these animals is time-consuming and relatively expensive. 

2.4 Considerations 

for Using GENIs 

With the advances in GENIs, a variety of NTs/NMs can be imaged 
in vitro or in vivo. These sensors have their own advantages but also 
some limitations. Thus, for the applications of GENIs, especially 
in vivo, it is important to carefully choose the most appropriate sensor 
for the specific scenario since there is almost no “one-size-fits-all” 
sensor [3, 14, 69]. 

The first thing that needs to be considered is the sensitivity, 
which is determined by multiple factors including the response, 
affinity, and brightness, and can be evaluated by signal-to-noise 
ratio (SNR) [3]. For example, compared with dLight1.3b, 
although GRABDA2m has a smaller maximum response (GRAB-

DA2m: ~220%, dLight1.3b: ~450%), it shows a higher SNR (~2-
fold to dLight1.3b) owing to higher basal and maximum bright-
ness in HEK293T cells [34]. Importantly, for in vivo application, 
effective sensitivity is also affected by the resting ligand concentra-
tion [2]. So, selecting a sensor with an appropriate affinity for 
detecting NT/NM levels is crucial to maximize its sensitivity, espe-
cially when the sensor’s EC50 matches the basal ligand 
concentration. 

Another important consideration is the specificity. Although 
most of GENIs show high specificity to corresponding ligands, 
some of them also respond to other molecules with similar struc-
tures. For example, the excellent sensor engineering leads to an 
ACh sensor, iAChSnFR, whose specificity is shifted from choline



toward ACh with ~35-fold selectivity but still responds to choline 
when the concentration of choline is higher than 1 μM [27]. Since 
ACh released in synapses can be rapidly hydrolyzed to choline by 
acetylcholinesterase (AChE) [70], which may disturb the interpre-
tation of signals from iAChSnFR. In contrast, the GPCR-based 
sensor, GRABACh, does not respond to choline in high concentra-
tion even at 100 μM, showing a much more specific response to 
ACh [31, 32]. Another case is the DA sensor: although GPCR-
based DA sensors, including GRABDA and dLight, have a higher 
selectivity for DA over NE (~15-fold for GRABDA2m and ~60-fold 
for dLight1), they still respond to NE when the NE concentration 
is higher than 0.1 μM for GRABDA2m and 1 μM for dLight1, 
respectively [33–36]. So, it is important to be careful when choos-
ing GENIs and interpreting signals of GENIs that may respond to 
other molecules. 
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Third, when selecting GENIs for a specific application scenario, 
it is important to consider the kinetics of the sensor. For capturing 
rapid transients of NTs/NMs, GENIs with fast kinetics are needed. 
However, there is always a tradeoff between a sensor’s affinity and 
off kinetics. That is to say, sensors with fast off kinetics may have a 
low affinity, which may limit their sensitivities. If fast kinetics are 
not necessary, GENIs with slow off kinetics but high affinity could 
also be beneficial, since they accumulate more photons and con-
tribute to higher SNR [39]. 

Fourth, different pharmacological properties of GENIs should 
be considered, especially for GPCR-based sensors since most of 
them inherit the pharmacological properties of parent GPCRs. 
On the one hand, agonists or antagonists can be used to manipulate 
sensor signals for validation. On the other hand, it is important to 
avoid using compounds that interact with sensors when recording 
the signals of endogenous NTs/NMs. Fortunately, the problem 
can be circumvented by developing different subtype-based sen-
sors. For example, DA sensor GRABDA and dLight are based on 
D2R and D1R, respectively. 

Last but not least, the expression of GENIs should not affect 
cell physiology, especially for long-term expression. For 
GPCR-based sensors, one potential concern is that they may couple 
with downstream pathways, including G protein and β-arrestin 
pathways. Fortunately, most GPCR-based sensors have shown neg-
ligible downstream signaling, possibly due to the steric hindrance 
of the bulky cpFP that replaces the ICL3 of the GPCR, which 
precludes the interaction between the GPCR and G protein or 
β-arrestin [44]. However, a few GPCR-based sensors still, to 
some extent, coupled with downstream signaling, such as the 
GRABACh2.0 sensor [31]. But this Gq protein coupling was almost 
eliminated in an optimized version, the GRABACh3.0 sensor 
[32]. In addition, overexpression of GENIs may cause potential 
buffering effects, which may compete with endogenous GPCRs



and affect cell physiology. It is worth noting that current results 
indicate no obvious buffering effects both in vitro and in vivo 
[34, 39]. Nevertheless, it is advisable to use more sensitive sensors 
(higher SNR) with lower affinity and reduce expression levels to 
minimize the potential buffering effects. 
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3 Mesoscopic Imaging with GENIs 

NTs/NMs are widely distributed throughout the brain and play 
important roles, such as reward, emotion, learning, and memory. 
For example, acetylcholine (ACh) and monoamines are very vital 
NTs/NMs that involve almost all the brain functions and are 
produced by different neurons. These neurons project to and 
innervate the entire cortex, which consists of dozens of brain 
regions (Fig. 4a), according to the Allen CCFv3 atlas 
[71]. GENIs provide a powerful toolbox for high spatiotemporal 
imaging of a variety of NTs/NMs. Traditional microscopy, such as
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confocal and two-photon microscopes, can provide cellular and 
subcellular resolution but often with a limited FOV of several 
hundred microns [18], in which it is hard to monitor the global 
spatial dynamics of NTs/NMs. Simultaneously imaging NTs/NMs 
across multiple brain regions can enhance the understanding of 
NT/NM dynamics and functions in the brain. Mesoscopic imag-
ing, which spans a FOV larger than 1 cm × 1 cm and covers the 
entire dorsal neocortex of the mouse, offers a powerful tool for 
large-scale imaging (Fig. 4b).
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The combination of GENIs and mesoscopic imaging has 
greatly facilitated the understanding of NT/NM dynamics, which 
can lead to new biological discoveries and ideas. Here, we will show 
some examples of mesoscopic imaging with GENIs. 

The earliest mesoscopic imaging with GENIs may be traced 
back to the mesoscopic imaging of iGluSnFR [65]. Xie et al. 
expressed iGluSnFR in mouse cortex by AAV injection or trans-
genic mice and visualized glutamate dynamics with mesoscopic 
imaging. They detected glutamate release in specific brain regions 
evoked by multiple sensory stimuli in anesthetized and behaving 
mice. Moreover, the kinetics of glutamate release reported by 
iGluSnFR are comparable to signals detected by voltage-sensitive 
dye (VSD) and much faster than calcium signals reported by 
GCaMP3 and GCaMP6s. Moreover, using a miniaturized head-
mounted microscope, Rynes et al. monitored glutamate dynamics 
in freely moving mice during the sleep–wake cycle [72]. 

In addition, it is also important and feasible to detect two 
different neurochemicals simultaneously with dual-color meso-
scopic imaging (see Note 4). Lohani et al. co-expressed the green 
fluorescent ACh sensor GRABACh3.0 and the red fluorescent cal-
cium sensor jRCaMP1b in the mouse dorsal neocortex to simulta-
neously monitor cholinergic signaling and cortical activity 
[63]. They found that the ACh signal in the neocortex is highly 
dynamic and spatially heterogeneous, which can link behavioral 
fluctuations to the functional reorganization of cortical networks. 

Although the combination of mesoscopic imaging with GENIs 
is a powerful tool for understanding NT/NM dynamics, there are 
still some limitations and challenges. Firstly, the preparation for 
animals expressing GENIs uniformly (see Note 3) may be a rate-
limiting step, since n-SIM and crossing of transgenic mice cost 
more than 6 weeks from the AAV injection or mice crossing, 
which is much slower than traditional local AAV injection that 
takes about 3 weeks for expression. Secondly, there are potential 
signal contaminations from hemodynamic changes [73, 74] and 
light scattering. For hemodynamic artifacts, if it is not negligible, 
hemodynamic correction is needed (see Note 5). In general, there 
are two correction strategies [18] based on a reference channel. 
One is using the isosbestic point of the GENI to correct the 
standard wavelength excited signal. Another is using a reflectance



of green (~530 nm) and red (~630 nm) illumination to measure the 
hemodynamic changes for correction [18, 73]. Thirdly, most meso-
scopic imaging systems are custom-built, which limits the availabil-
ity of mesoscopic imaging with GENIs for more laboratories. 
Fortunately, with the generous sharing of imaging system building 
experience [75] and GENIs, it will be easier for more laboratories 
to adopt mesoscopic imaging with GENIs for more biological 
discoveries. Fourthly, signals acquired by mesoscopic imaging are 
limited in the surface of the sample, which indicates that it is mainly 
used for imaging the dorsal cortex instead of other deep brain 
regions. In addition, even in the dorsal cortex, signals from the 
superficial layer are dominant, which may lead to some bias across 
different layers. 
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Despite these challenges, mesoscopic imaging with GENIs can 
monitor the dynamics of NTs/NMs on a large scale and may 
provide new insights into their important roles in the nervous 
system. 

4 Case Study: Mesoscopic Imaging of Cortical 5-HT Dynamics in Mouse 

Here, an optimized green fluorescent 5-HT sensor, named 
gGRAB5-HT3.0 (referred to hereafter as simply g5-HT3.0 [50]), is 
used as an example to demonstrate the monitoring of NT/NM 
dynamics by mesoscopic imaging. 

5-HT is a crucial monoamine that regulates lots of essential 
biological processes, such as appetite, sleep–wake cycles, emotion, 
reward, learning and memory [76–78]. Meanwhile, the malfunc-
tion of the serotonergic system is associated with many psychiatric 
disorders, including anxiety, addiction, and depression [6– 
8]. Moreover, some psychotropic drugs targeting the serotonergic 
system are widely used to treat brain disorders, e.g., some selective 
serotonin reuptake inhibitors (SSRIs) are used as antidepressants by 
inhibiting the reuptake of 5-HT and elevating the extracellular 
5-HT level. So, monitoring the dynamics of 5-HT is critical for 
understanding the serotonergic system. Combining the 5-HT sen-
sor with mesoscopic imaging, there is a great opportunity to visua-
lize the spatiotemporal dynamics of 5-HT across multiple brain 
regions [79, 80] in real-time. 

Since the dorsal raphe nucleus (DRN) is the primary source of 
serotonergic neurons [81], a Cre-dependent red-shifted optoge-
netic actuator, ChrimsonR [82], was expressed in the DRN of Sert-
Cre mice [83] to optically activate serotonergic neurons for 5-HT 
release to validate the sensor’s reliability. Besides artificially evoked 
5-HT release in the cortex, considering the important role of 5-HT 
in regulating sleep–wake cycles [39, 84], the physiological 5-HT 
dynamics were monitored during sleep–wake cycles using meso-
scopic imaging, while simultaneous electroencephalography (EEG)



and electromyography (EMG) recordings were performed to iden-
tify the sleep–wake state of mice. 
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The example workflow for mesoscopic imaging with a 
g5-HT3.0 sensor includes three main steps (Fig. 5). The first step 
involves AAV injection for expressing GENIs. To achieve uniform 
expression of the sensor, AAVs were injected using the n-SIM 
method [62] as described above. About 8 weeks later, the second 
step was performed—the surgery is applied to mice injected with 
AAVs expressing the g5-HT3.0 sensor. In order to optically activate 
serotonergic neurons in DRN, AAV (AAV9-EF1a-DIO-Chrim-
sonR) was injected into the DRN of Sert-Cre mice, and an optical 
fiber cannula was inserted for the delivery of light. Then a large 
craniotomy was made above the dorsal cortex to create an optical



window for imaging most of the dorsal cortex. Finally, EEG/EMG 
electrodes were implanted for EEG/EMG recording and a metal 
chamber was affixed to the skull surface. After a week of recovery 
and habituation to head-fixed conditions, the third step experi-
ments were implemented, including mesoscopic imaging of 5-HT 
release evoked by optogenetic stimulation and during sleep–wake 
cycles. 
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Activation of DRN serotonergic neurons elicited robust 
g5-HT3.0 signal across the dorsal neocortex and it exhibited a 
gradient pattern with decreased signals along the anterior-to-pos-
terior axis (Fig. 6a). Meanwhile during the sleep–wake cycle, 
according to g5-HT3.0 signals, in the mouse dorsal cortex, the 
5-HT level was highest during wakefulness and lowest during REM 
states; and it exhibited obvious oscillations during the NREM sleep



state. In addition, signals in different brain regions were relatively 
homogenous (Fig. 6b) (see Note 3). Taken together, these results 
suggest that the 5-HT release has potential to be spatially heterog-
enous in the dorsal cortex, which is consistent with the heteroge-
neity of serotonergic projection density in the cortex [71]. But its 
release may be globally regulated during the sleep–wake cycle, 
which leads to relatively homogenous 5-HT release. 
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5 Notes 

1. Selection of a suitable GPCR scaffold (In Subheading 2.2) 
It is crucial to choose an appropriate GPCR scaffold for the 

development of a sensor. If membrane trafficking is not good, 
sensors tend to remain in the cytosol, which hinders their 
activation by extracellular ligands and consequently leads to a 
relatively low response (ΔF/F0). To address this issue, sensor 
developers can explore various GPCR scaffolds derived from 
different subtypes or species. In addition, sensors based on 
different scaffolds may exhibit distinct responses (ΔF/F0) and 
affinities, which can provide the optimal sensor prototype. 

2. Site-directed random mutagenesis (In Subheading 2.2) 
The site-directed random mutagenesis can be achieved by 

constructing a library using degenerate primers (e.g. base 
sequence “NNB” for the mutation site). Considering the exis-
tence of 20 different amino acids, it is advisable to screen 
approximately three times the number of possibilities, resulting 
in around 60 candidates, which accounts for the random muta-
tions and ensures comprehensive coverage of most possibilities. 
Alternatively, the library can also be constructed by introducing 
mutations of 20 different amino acids one by one following 
PCR transfection for testing in cultured cells [85]. 

3. Spatial uniformity of mesoscopic imaging (In Subheadings 2.3, 
3 and 4) 

To better interpret the sensor signals from the entire cor-
tex, it is important to optimize the mesoscopic imaging system 
to achieve uniform imaging. On the one hand, the sensor 
should be expressed uniformly. The n-SIM method [62] and 
the utilization of transgenic mice have shown promise in 
achieving relatively uniform sensor expression. On the other 
hand, uniform illumination plays a vital role. The illumination 
uniformity can be assessed by employing uniform samples such 
as fluorescent plastic plates or white papers [75]. 

4. Spectral unmixing in dual-color mesoscopic imaging 
(In Subheading 3) 

For accurate dual-color imaging, it is essential to address 
the potential bleed-through in spectra. The dual-color imaging



system can employ two independent channels and two sensors 
with different colors can be sequentially illuminated. Alterna-
tively, if simultaneous imaging of both channels is a priority, 
two sensors can be excited simultaneously, followed by spectral 
unmixing in the data processing, such as by linear unmixing 
[50, 86]. 
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5. Hemodynamic correction (In Subheading 3) 
The detected fluorescent signals are not only from ligand 

concentration-dependent sensor signals but also from other 
artifacts, particularly those arising from hemodynamics. To 
evaluate the performance of hemodynamic correction, a nega-
tive control can be used, such as membrane-tethered EGFP or 
a nonbinding mutant sensor, which should show no obvious 
fluctuations after the application of hemodynamic correction. 

6 Summary and Outlook 

In this chapter, we have overviewed the principle, development, 
and properties of GENIs, followed by the application of GENIs 
with mesoscopic imaging for monitoring NT/NM dynamics, spe-
cifically in a case study imaging 5-HT dynamics by the g5-HT3.0 
sensor. 

Progresses in sensor development will no doubt accelerate the 
mesoscopic imaging of NTs/NMs with a variety of GENIs. In the 
future, considering the requirements for mesoscopic imaging, 
GENIs may be developed and optimized in the following aspects 
(Fig. 7): 

1. Developing more sensors for detecting more NTs/NMs. Based 
on the understanding of the GENI’s principle and the general-
izability of sensor developing strategies, a large repertoire of 
sensors can be developed for detecting more NTs/NMs to 
expand the toolbox of GENIs. 

2. Improving sensitivities of GENIs. For mesoscopic imaging, 
sensitivity is quite important, especially for detecting 
NTs/NMs with minor changes. Actually, sensitivities of some 
GENIs for detecting vital NTs/NMs have been largely 
improved after iterative optimization, such as GENIs for gluta-
mate [22, 23], DA [33–36], ACh [31, 32], and 5-HT [39, 50]. 

3. Expanding spectral profiles of GENIs. Most current GENIs are 
green fluorescent sensors, which precludes multiplexed imag-
ing of multiple neurochemicals simultaneously due to spectral 
overlap. Some pioneering works have developed red-shifted 
GENIs, such as R-iGluSnFR1 for glutamate [24], rGRAB-

DA1m, rGRABDA1h, and RdLight1 for DA [34, 36] and
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rGRAB5-HT1.0 for 5-HT [50]. Similar strategies can be used to 
develop red-shifted or even far-red/near-infrared GENIs. 

4. Developing GENIs for quantitative imaging. Quantitative 
imaging is essential for measuring the concentration of 
NTs/NMs accurately, particularly with changes of tonic level. 
However, most GENIs are single FP-based and intensiometric. 
Although they can sensitively report the changes of NT/NM 
levels, they cannot perform quantitative measurements. At 
present, there are two kinds of sensors that are capable for
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quantitative imaging, including ratiometric sensors and fluo-
rescence lifetime imaging (FLIM)-based sensors. Ratiometric 
sensors, including excitation-ratiometric and emission-
ratiometric sensors, can be excited or emit at distinct wave-
lengths with or without the ligand binding. Some genetically 
encoded ratiometric sensors have already been developed, such 
as some calcium sensors, GEX-GECO1 and GEM-GECO1 
[87]. FLIM sensors can report NT/NM levels by fluorescence 
lifetime instead of fluorescence intensity, which may be ideal 
sensors for quantification [88], but there are only limited 
FLIM sensors, largely due to the challenges in sensor develop-
ment and optimization. Nevertheless, it may be possible to 
quantitatively measure the dynamics of NTs/NMs in the entire 
dorsal neocortex by using ratiometric or FLIM GENIs in 
mesoscopic imaging. 

Besides progresses in GENIs, advances in mesoscopic imaging 
techniques, such as increasing the resolution [89], developing 
2-photon/3-photon, or wireless head-mounted mesoscopic imag-
ing systems, will also facilitate the application of GENIs and better 
understanding of neurotransmission. 
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Chapter 2 

Analysis of Mesoscope Imaging Data 

Yongxu Zhang and Shreya Saxena 

Abstract 

Mesoscope imaging enables the recording of neural activity projections in the dorsal cortex of behaving 
subjects through photon excitation and fluorescent indicators that measure intracellular calcium move-
ments. Here, we introduce comprehensive methods for analyzing mesoscope imaging data. 

This chapter begins with the essential preprocessing steps, including normalization, denoising, and 
hemodynamic correction. Various decomposition techniques to characterize the spatial and temporal 
information of mesoscope imaging data are covered, such as region of interest analysis, independent 
component analysis, singular vector decomposition, nonnegative matrix factorization, and localized semi-
nonnegative matrix factorization. Additionally, this chapter explores spatiotemporal flow analysis methods 
to further understand the dynamics within mesoscope imaging data. The functional connectivity derived 
from mesoscope imaging data reveals the interaction between different brain regions. This chapter intro-
duces key measurements of functional connectivity, including correlation, centrality, and Granger causality. 
Artificial intelligence models trained on neural activity and behavior can uncover the hidden connections 
between neural activity and behavior, while offering profound insights into cognitive and motor-related 
tasks. This chapter highlights effective behavior decoding models such as linear regression, support vector 
machines, and recurrent neural networks. Moreover, we discuss neural encoding studies that reveal how 
sensory information is translated into neural activity patterns in the brain. We end with open questions in 
the analysis of mesoscopic imaging data. 

Key words Mesoscopic imaging, Decomposition, Dimensionality reduction, Spatiotemporal analysis, 
Modeling, Behavior 

1 Introduction 

Mesoscope imaging enables recording a projection of the activity in 
the dorsal neocortex in behaving subjects such as rodents. Photon 
excitation and fluorescent indicators are used to measure the move-
ment of intracellular ions, e.g., calcium (Ca2þ). In neurons, calcium 
plays a dual role as an intracellular messenger, and its movement 
indirectly represents neural activity because of the storage and 
release of calcium during neural spiking. Measuring intracellular 
calcium concentration has long been a powerful method to moni-
tor neural activity by taking advantage of optics which provides a

James E. Niemeyer et al. (eds.), Awake Behaving Mesoscopic Brain Imaging, Neuromethods, vol. 214, 
https://doi.org/10.1007/978-1-0716-4120-0_2, 
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2025

29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-0716-4120-0_2&domain=pdf
https://doi.org/10.1007/978-1-0716-4120-0_2#DOI


fast readout of the calcium concentration change. The neural activ-
ity is reflected through the change of intracellular calcium concen-
tration. In this chapter, we introduce methods to analyze 
mesoscope imaging data with fluorescent-based calcium imaging, 
i.e., wide-field calcium imaging (WFCI), as an example. We start 
from preprocessing of the WFCI including normalization, denois-
ing, and hemodynamic correction. Following preprocessing, WFCI 
is typically reduced to a lower dimensionality to enable more effi-
cient downstream operations. Next, decomposition approaches are 
typically used to split the WFCI into spatial and temporal compo-
nents. Here, we present region of interest (ROI), independent 
component analysis (ICA), singular vector decomposition (SVD), 
nonnegative matrix factorization (NMF), and localized semi-
nonnegative matrix factorization (LocaNMF). Furthermore, meth-
ods of physical flow analysis can also be used to analyze the dynam-
ics of WFCI.
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The exploration of functional connectivity in WFCI helps illu-
minate how different regions of the brain communicate and inter-
act with each other and uncovers the underlying network dynamics 
and information flow on fundamental brain processes such as per-
ception, cognition, and behavior. Once the data is decomposed 
into spatial and temporal components, the functional connectivity 
between different brain regions can be generated by the relation-
ship between Ca2þ activity in different regions. Here, we mainly 
introduce common measurements of functional connectivity, such 
as correlation, centrality, and causality, as well as discuss open 
challenges in this field. 

With the advent of the era of artificial intelligence (AI), many 
hidden connections between neural activity and behavior in settings 
including but not limited to cognition and motor-related tasks have 
been revealed by training AI models using recorded neural activity. 
These models can also be trained to predict the behavior prior to its 
onset using sequential neural activity. Models that have been shown 
to be efficient in behavior decoding from neural activity include 
linear regression, support vector machines, and recurrent neural 
networks, which are trained to predict behaviors using sequential 
multiregional neural activity or its low-dimensional transformation 
as input. Furthermore, neural encoding studies provide a window 
into the process by which sensory information is translated into 
patterns of neural activity in the brain. 

2 Preprocessing 

Raw WFCI data consists of fluorescence values F from each pixel. 
Noise and error are common issues in recording imaging data, due 
to the background noise, optical aberrations, hemodynamic effect, 
and so on. In order to improve the quality of the recorded data,



preprocessing is necessary to reduce the negative effects of the 
recording approaches on the data. We summarize the preprocessing 
as normalization, denoising, and hemodynamic correction. 
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2.1 Normalization With raw WFCI data F, preprocessing includes normalization, 
denoising, and correction. Firstly, normalization of the original 
data is a fundamental preprocessing step, which is based on a 
“baseline” F 0, and the normalized data is obtained by ΔF=F 0, 
where ΔF =F -F 0 [1]. F 0 can be different representations in 
different experiments, although the mean-adjusted fluorescence 
value is usually taken. Indeed, different baselines may not result in 
a huge difference in results in practice; [1] reported no statistical 
differences in results between using mean pixel baseline and filter 
baseline. Altogether, the normalization process is to avoid the data 
having a large difference in scale and, therefore, to measure the 
change from a baseline. 

2.2 Denoising Denoising is a crucial preprocessing method which can be applied 
either before or after normalization. Noise usually comes from 
hemodynamics of neural activity and optical equipment [2]. Princi-
pal component analysis (PCA) is a widely used denoising method 
for imaging data [3]. For WFCI data, PCA is also efficient, e.g., as 
in [1, 4]. It identifies a linear transformation of principal compo-
nents, also termed basis vectors, which are ordered by their 
corresponding eigenvalue from largest to smallest. The compo-
nents that correspond to the smallest variances/eigenvalues often 
do not significantly impede an approximate reconstruction of the 
data. Furthermore, with the assumption that noise has a smaller 
variance than the signal, removing components with the smallest 
eigenvalues from the original data can help eliminate substantial 
noise. Likewise, many papers have combined the denoising process 
with other necessary steps, such as decomposition [5]. For exam-
ple, in [6], the authors proposed a novel algorithm, called con-
strained nonnegative matrix factorization (CNMF), to 
simultaneously denoise, deconvolve, and demix WFCI; in [7] and 
[8], low-pass filters are used to denoise the WFCI, with the assump-
tion that noise lies in the high-frequency part of the spectrum. 
Additionally, deep learning methods have been shown as powerful 
in denoising calcium imaging data. In [9], convolutional neural 
networks (CNNs) are trained to reconstruct high signal-to-noise 
ratio (SNR) fluorescent images from low SNR images. In other 
words, CNNs are trained to reconstruct denoised fluorescent 
images from original fluorescent images with noise; as a result, the 
trained CNN can be used for denoising.
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2.3 Hemodynamic 

Correction 

A slow fluorescent change in WFCI may be caused because of 
bleaching of fluorescence, and at the same time, photons are 
absorbed by hemoglobin broadly, with variations depending on 
its oxygenation state [10]. As a result, the excitation and emission 
of photons may be disrupted by fluctuations in total blood flow and 
blood oxygenation, which can result in distortion of the signal and 
lead to possible confounds [7]. Therefore, it is necessary to correct 
the WFCI to eliminate the effects described above. One capable 
method is a regression-based method described explicitly in [2] and 
[7], the process consists of applying a low-pass filter to a hemody-
namic channel, e.g., 405 nm illumination channel in [2] and 
488 nm standard blue channel in [7], following by subtracting 
this signal from the channel of GCaMP which is a genetically 
encoded fluorescent calcium indicator, and then the hemodynamic 
dependent signal is removed from the WFCI. Alternatively, [7] 
introduced a comprehensive technique for hemodynamic correc-
tion, wherein green and red photons with distinct absorption coef-
ficients in oxygenated and deoxygenated hemoglobin are utilized 
for reflectance measurements, allowing for direct quantification of 
hemodynamic absorption. The proposed technique employs alter-
nating frames of blue, green, and red exposures to capture emitted 
and reflected signals, which correspond to uncorrected calcium-
dependent fluorescence, total hemoglobin, and reduced hemoglo-
bin, respectively. The signals can then be utilized to create a hemo-
dynamic absorption correction factor that is more precise. 
Nevertheless, hemodynamic correction is not ubiquitous in WFCI 
research, and [1] reported the unavailability of hemodynamic cor-
rection as the experiment only used single wavelength excitation. 

3 Spatiotemporal Analysis 

Typically, WFCI data has a high dimensionality. Following prepro-
cessing, WFCI is reduced to low dimensionality, whereby pixels are 
consolidated into cohesive regions [7]. Here, we define the pre-
processed WFCI as X∈RN ×T , where N is the total number of 
WFCI pixels and T is the total WFCI time points. Researchers 
decomposed the WFCI into the multiplication of spatial compo-
nents and temporal components. 

X =AC ð1Þ 

A= fakðnÞg, C = fckðtÞg ð2Þ 
where A∈RN ×K is the set of each spatial component akðnÞ , and 
C∈RK ×T is the set of each temporal component ckðtÞ. The tempo-
ral components here are the low-dimensional sequential neural



activity which can be used to decode behaviors. Many research 
groups have been actively engaged in developing methods for 
parcellation. Here in this section, the most popular methods are 
discussed. 

Analysis of Mesoscope Imaging Data 33

3.1 Regions of 

Interest 

Although many distinct parcellation techniques have shown their 
capability in capturing spatio–temporal information, the most com-
mon method is using an anatomical reference atlas, e.g., the Allen 
Institute CCFv3 [11]. The individual brain is aligned to the refer-
ence atlas, and then the cortex is subsequently partitioned into 
discrete subregions utilizing a combination of projection patterns 
and molecular markers. The alignment between the atlas and indi-
vidual WFCI is by means of landmark alignment, for example, in 
[2] and [12], four anatomical landmarks were used: the left, center, 
and right points where the anterior cortex meets the olfactory bulbs 
and the medial point at the base of the retrosplenial cortex. After-
ward, pixels are assigned to a particular subregion based on where 
they are aligned. The regions and subregions identified by the atlas 
are called regions of interest (ROIs). Then, low-dimensional tem-
poral signals can be extracted by averaging across the 
corresponding temporal neural activity of each pixel within ROIs 
[8, 13]. For example, in one ROI k with N pixels, for each n∈N , 
we have cnðtÞ as temporal activity. Then, the temporal component 
of ROI k is 

ckðtÞ= 
1 
N 

N 

n=1 

cnðtÞ ð3Þ 

However, the accuracy of ROI for individual animals can be varying 
in different cases, and aligning individual brains precisely to a 
reference can be difficult, as well as the different resolutions 
between WFCI and the atlas may cause difficulty. Therefore, 
researchers developed other functional approaches that are dis-
cussed below (Fig. 1). 

3.2 Independent 

Component Analysis 

Independent Component Analysis (ICA) is a statistical technique 
widely used to extract underlying independent signals from 
a set of observed signals. The underlying principle of ICA 
is to separate a mixture of signals into their independent compo-
nents s = ðs1, s2, . . ., snÞT by assuming that the observed signals 

x = ðx1, x2, . . ., xmÞT are linear combinations of the independent 
sources 

x =Ws ð4Þ 
The minimization of mutual information and the maximization of 
non-Gaussianity are the two widest definitions of independence for 
ICA. For decomposition, either spatial components or temporal 
components can be independent; hence, two kinds of ICA are



needed—spatial ICA that returns independent spatial components 
and temporal ICA that returns independent temporal components. 
Conventionally, the use of ICA relies on the spatial and temporal 
resolution of the data. When the data has lower amount of temporal 
than spatial information, in other words, T ≪L ×W ×H , spatial 
ICA (sICA) is the method that dominates the application of ICA 
and vice versa. However, in the context of experimenting with ICA, 
the primary consideration should be whether the signals are heavily 
dependent on either time or space. If the dependency of the signals 
is unclear, it is recommended to either not apply ICA or interpret 
the results carefully [14]. Figure 2 shows an example of spatial ICA 
on WFCI, each of the spatial components is independent to each 
other, which means no overlap. The corresponding temporal 
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Fig. 1 CCFv3. FRP: Frontal pole, cerebral cortex; PL: Prelimbic area; ACAd: 
Anterior cingulate area, dorsal part; MOs: Secondary motor area; MOp: Primary 
motor area; SSp-m: Primary somatosensory area, mouth; SSp-ul: Primary 
somatosensory area, upper limb; SSp-n: Primary somatosensory area, nose; 
SSp-ll: Primary somatosensory area, lower limb; SSp-un: Primary 
somatosensory area, unassigned; SSs: Supplemental somatosensory area; 
SSp-tr: Primary somatosensory area, trunk; SSp-bfd: Primary somatosensory 
area, barrel field; AUDv: Ven tral auditory area; VISa: Anterior visual area; RSPd: 
Retrosplenial area, dorsal part; VISam: Anter omedial visual area; VISrl: 
Rostrolateral visual area; AUDd: Dorsal auditory area; AUDp: Primary auditory 
area; RSPagl: Retrosplenial area, lateral agranular part; VISpm: Posteromedial 
visual area; VISp: Primary visual area; VISal: Anterolateral visual area; AUDpo: 
Posterior auditory area; VISl: Lateral visual area; VISli: Laterointermediate 
area; TEa: Temporal association areas; VISpor: Postrhinal area; VISpl: 
Posterolateral visual area. Figure source: [11]



components measure the temporal patterns of neural activity asso-
ciated with their independent spatial area.
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Fig. 2 Spatial independent components (ICs; colored regions) and time courses (colored traces) after 
independent component analysis of wide-field Ca2þ imaging data using the JADE algorithm superimposed 
on the cerebral cortical surface. Figure source: [5] 

3.3 Singular Value 

Decomposition 

In order to decompose the data into temporal components and 
spatial components, PCA can be utilized by computing the SVD of 
the WFCI video. 

X =USV T ð5Þ 
where U and V T are two unitary matrices, and S is a rectangular 
diagonal matrix of singular values. The rows of V T are the eigen-
vectors of the covariance matrix of X. Thereafter, dimensionality 
reduction can be performed by selecting the eigenvectors 
corresponding to the largest singular values and transforming the 
original WFCI based on the selected eigenvectors. The number of 
components retained is typically decided by the variance explained 
by them. However, it is difficult to automatically decide the number 
of principal components that should be retained in a given dataset, 
and the appropriate number of components can vary widely across 
different datasets [15]. The components obtained by PCA (SVD) 
are able to capture most of the original information and have fewer 
dimensions. To summarize, the original WFCI is decomposed into 
spatial components ak and temporal components ck: 

~X = 
K 

k=1 

akck ð6Þ 

subject to ~X ≈X ð7Þ
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Fig. 3 (a) Example spatial and temporal components of SVD for WFCI in [2] and (b) example spatial and 
temporal components of NMF for WFCI in [2] 

where K is the total number of selected components as described 
above. In addition, PCA (SVD) generates a linear transformation 
where the principal components are orthogonal. Other methodol-
ogies, such as Convolutional AutoEncoder (AE), may also exhibit 
similar capabilities to PCA. However, the transformation of Con-
volutional AE has nonlinearity, and it may be necessary to impose 
constraints on the orthogonality of the weights in the AE. 

As one of the most concise spatiotemporal analysis methods, 
PCA (SVD) has a relatively easy application and can gather impor-
tant information within several components. These components, 
however, are typically delocalized. Instead of exhibiting localization 
within well-defined brain regions, they contain information across 
the entire field of view, here, the dorsal cortex. For example, Fig. 3a 
shows an example of the spatial component from the SVD method 
in [2]; this component shows significant activation in multiple brain 
regions. 

3.4 Nonnegative 

Matrix Factorization 

Nonnegative matrix factorization (NMF) is a decomposition 
approach that optimizes a cost function that is similar to that used 
in SVD [2], with the addition of nonnegativity constraints on the 
components [16].
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~X = 
K 

k=1 

akck ð8Þ 

subject to ~X ≈X ; ak ≥0; ck ≥0 ð9Þ 
Unfortunately, numerous similar criticisms of PCA also apply to 
NMF, i.e., delocalization; hence, the NMF components are typi-
cally not interpretable. An example of NMF application is in 
Fig. 3b. 

3.5 Localized Semi-

nonnegative Matrix 

Factorization 

Due to the delocalization of NMF and non-interpretability of its 
spatial components, a novel method was developed by Saxena et al. 
[2] where a localization constrain was added to NMF, termed 
“Localized Semi-nonnegative Matrix Factorization (LocaNMF).” 
It matches each of the spatial components to a well-defined brain 
region (an atlas), thereby imposing a constraint on each component 
ak to exhibit sparsity in a highly specific manner, that is, to exhibit 
sparsity exclusively beyond the functional confines of the 
corresponding region. The authors used the Allen CCF atlas [17] 
to initialize the location of NMF spatial components and constrain 
the spatial components to be located close to their corresponding 
regions by including an appropriate penalization aimed at minimiz-
ing the sum of the square residual of the factorization. Moreover, in 
LocaNMF, the spatial components are limited to be nonnegative as 
in NMF. On the other hand, the temporal components can be 
negative since the mean-adjusted WFCI may be negative; thus, 
the method is termed semi-NMF. The equations of LocaNMF are 
as below: 

minA,C jjX -AC jj2 ð10Þ 

subject to A≥0, jjakjj1 =1 8k∈½1,K ] ð11Þ 

N 

n=1 

jdkðnÞakðnÞj2 ≤Lk 8k∈½1,K ] ð12Þ 

where jjakjj1 means maxnjakðnÞj, and dkðnÞ quantifies the smallest 
Euclidean distance from pixel n to the atlas region corresponding to 
component k. Lk is the threshold used to enforce localization. 

Finally, the LocaNMF spatial components are constrained to 
their corresponding regions of the atlas and, therefore, have the 
property of localization. Examples of LocaNMF in [2] are in Fig. 4. 
As discussed above, LocaNMF results show more localized and 
interpretable spatial components; each spatial component can be



explicitly explained as a component capturing the information of 
one brain region. 
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Fig. 4 LocaNMF decomposition of a WFCI into spatial components and temporal 
components, with the spatial components soft-aligned to an atlas. 
Figure source: [2] 

3.6 Spatiotemporal 

Flow 

The similarity of spatial flows observed in WFCI to flows of physical 
fluids provides an opportunity to apply methods for fluid flow 
analysis on WFCI analysis, such as Lagrangian coherent structures 
(LCSs) that act as transport barriers in the flow and finite-time 
Lyapunov exponent (FTLE) whose ridge is used to visualize LCSs 
[18–20]. Recently, a visualization framework, FLOW (flow lines in 
optical wide-field imaging) portraits, was developed to capture the 
spatiotemporal dynamics of neural activity by extracting field lines 
in WFCI [21]. FLOW portraits are created by analyzing the tem-
poral changes of frame-by-frame dynamics as time-varying optical 
flow vector fields. As a result, these portraits provide precise and 
easily understandable visual representations of WFCI. FLOW por-
traits directly transform the image stack into time-varying vector 
fields to extract discernible patterns of activity propagation within 
the data instead of approximating the data and explaining variance 
in the recordings, which decomposition methods usually do. 

Figure 5 shows five steps to compute FLOW portrait. Starting 
with WFCI data preprocessed as ΔF=F (see Normalization), optical 
flow is used to convert the frame-by-frame changes in pixel inten-
sity to a vector field. Next, the FTLE fields are computed in forward 
and backward time using an integration length. Consequently, 
ridges of these fields highlight coherent structures of the flow, 
and these ridges are used to compute the final FLOW portrait. 
The forward-time FTLE ridges (orange curves in Fig. 5e) highlight 
regions that repel flow, while the backward-time ridges (purple 
curves in Fig. 5e) show regions that attract activity.
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Fig. 5 Steps to compute a FLOW portrait. Figure source: [21] 

4 Functional Connectivity 

The exploration of functional connectivity in WFCI helps to under-
stand how different regions of the brain communicate and interact 
with each other and uncover the underlying network dynamics and 
information flow on fundamental brain processes such as percep-
tion, cognition, and behavior. Once the data is decomposed into 
spatial and temporal components, the functional connectivity 
between different brain regions can be generated by the relation-
ship between activity in different regions. 

4.1 Correlation Typically, pair-wise measure of the correlation between Ca2þ activ-
ity in regions is used to depict the functional connectivity map. For 
instance, Pearson correlation coefficient is commonly used. In 
practice, the temporal components of the data are used to compute 
the pair-wise correlation, such as ROI. The Pearson correlation 
coefficient rk,k ′ of ROI ckðtÞ and ck ′ ðtÞ is 

rk,k ′ = 
T 
t =1ðckðtÞ- -ckÞðck ′ ðtÞ- -ck ′ Þ 

T 
t =1ðckðtÞ- -ckÞ2 T 

t =1ðck0ðtÞ- -ck0Þ2 
ð13Þ 

where -ck and -ck ′ are mean values across time of ck and ck ′ .
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Fig. 6 (a) Diagram of nodes common to the catalog independent components across mice mapped onto the 
Common Coordinate Framework. (b) Top: Averaged correlation matrices between nodes across all mice. 
Bottom: Graphical representation of the correlation matrices. Figure source: [23] 

Subsequently, graph theory analysis can be used to quantita-
tively assess the functional connectivity characteristics among dis-
tinct regions [22]. Brain regions are denoted as nodes within the 
graph, while functional connections are represented as lines or 
edges; an example is shown in Fig. 6. The graph uncovers the 
functional topology and structure of the network, where the statis-
tical comparisons can be computed at both local and global levels. 

Correlation-based measurement of functional connectivity is 
also used at different time periods to reveal the temporal dynamics 
of functional connectivity, such as [23] (see Fig. 6). Specifically, the 
correlation between independent temporal components of WFCI 
is computed within each 3-second period, thereby revealing distinct 
patterns of functional activity and their dissimilarity or similarity 
across time. 

4.2 Centrality In graph analytics, centrality is used to measure the importance of 
various nodes in a graph and, thus, identify the significant nodes. In 
functional connectivity analysis of WFCI, centrality provides a mea-
sure of how tightly connected the behavior of a component/node 
is to all other components/nodes in the network. One basic 
method of centrality calculation is 

L -1 
i = 

n-1 

j∈N ,j ≠ idij 
ð14Þ 

where dij is the shortest connection between node i and node j, and 
L is the characteristic path length which is the reciprocal of central-
ity [24]. More methods to compute the centrality are introduced in 
[24] and [25]. The change of centrality illustrates the domination 
of brain activity that is moved from one region/node to 
another [23].
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4.3 Granger 

Causality 

The Granger causality test is a statistical hypothesis test that aims to 
determine whether one time series is useful in forecasting another, 
thereby assessing the presence of causal relationships between 
them. In the analysis of WFCI, the Granger causalities between all 
nodes were calculated to estimate the directionality of the func-
tional connectivity during different periods. There might be a 
tendency for specific nodes to exert a causal influence on others. 
Conversely, some nodes may receive input from many others. 
Granger causality analysis is usually performed by fitting a vector 
autoregressive (VAR) model to the time series. Specifically, we have 
temporal components CðtÞ fitted to a VAR with L time lags: 

Cj ðtÞ= 
L 

τ=1 

BτCiðt - τÞ þ  ε ð15Þ 

where ε is a Gaussian random vector. If at least one of the elements 
B is significantly larger than zero in absolute value, the time series 
Cj and Ci have Granger causality. More measurement of Granger 

causality and examples can be found in [23] and [26]. 
The metrics discussed above are widely used; however, many 

other metrics of functional connectivity are also useful. For exam-
ple, the measures of resilience reflect network vulnerability to 
insult. More metrics and their measurement can be found in [24]; 
most of them are inspired by functional magnetic resonance imag-
ing (fMRI) and can also be applied on WFCI. 

5 Relationship Between Mesoscope Imaging and Behavior 

The phenomenon of behavior can be characterized as a dynamic 
and intricate process that entails a diversity of postural changes 
exhibited by organisms over time. Recent studies in the field of 
behavior decoding have demonstrated that behavior can be repre-
sented as a simplified construct. For example, certain decoding 
tasks involve classifying behaviors, such as determining right or 
left decisions in [27] or detecting the occurrence of a lever pull in 
[1] and [28]. In such studies, behavior is reduced to a discrete class 
that serves as a representation of the observed behavior. Moreover, 
the behavior also manifests as a sequence of movements, e.g., reach, 
grasp, and return movements in [29], thereby constituting a time-
series signal. 

5.1 Behavior 

Decoding 

Decoding behavior through multiregional neural activity is helpful 
to uncover the corresponding relationships, and with this quantita-
tive relationship, we can gain insights into how the brain processes 
information [30]. Behavior decoding from neural data can help us 
identify the ability of the data to explain different types of task-
related and spontaneous activity. Practically, recorded brain neural



5.1.2 Classification-

Based Methods 

activity is mapped to behavior using a combination of linear and 
nonlinear methods. Furthermore, predicting future behavior from 
neural recordings has the potential to perform corrective neural 
stimulation before the onset of behavior. The development of 
machine learning and deep learning approaches provides an oppor-
tunity to decode behavior from a large amount of complex neural 
activity using regression- and classification-based methods; the 
existing well-developed machine learning and deep learning 
Python-based libraries exhibit remarkable efficiency, e.g., scikit-
learn, TensorFlow, and PyTorch. 
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5.1.1 Regression-Based 

Methods 

A simple yet efficient and widely used approach is to use linear 
regression to decode temporally varying behavioral signals using 
neural imaging data recorded during the experiment. Specifically, 
this method connects the sequential behavior and neural activity by 
finding the linear relationship between them (see Eq. 16, where Y is 
the behavior). Moreover, to increase expressive power in this rela-
tionship, f can also accommodate nonlinear transformations of 
input variables. Through behavior regression from neural activity, 
how changes in neural activity are associated with changes in behav-
ior can be uncovered and neural correlates of behavior can be 
identified. Furthermore, regression analyses can predict behavior 
based on neural activity, which provides insights into the neural 
representations and computations involved in generating behavior. 

Y ðtÞ= f ðCðtÞÞ ð16Þ 
Here, the behavior is typically continuous behavior of the subjects, 
such as body movements tracked via DeepLabCut (DLC) [31] and 
video frames of behavior or their low-dimensional latent [30]. An 
example of regression in behavior decoding is shown in Fig. 7 from 
[2], where sequences of paw positions recorded by DLC are linked 
to WFCI components. 

Behavior classification using neural activity aims to find the differ-
ence between neural activities associated with distinct behaviors. By 
examining which neural patterns correspond to specific behaviors, 
we are able to discern the neural code underlying different behav-
ioral states. This helps uncover the neural mechanisms that give rise 
to complex behaviors and cognitive processes, leading to insights 
into the underlying principles of brain operation. Meanwhile, 
decoding the ongoing behavioral states allows for behavior moni-
toring or prediction and understanding of the individual’s actions, 
intentions, or cognitive states. 

Machine Learning Methods 
Models such as logistic decoders [2] are able to identify the differ-
ence between distinct neural activities. Logistic regression is a 
supervised learning algorithm that aims to predict the probability



of an instance belonging to a particular class or category. In the 
context of behavior classification, logistic regression is applied to 
neural activity data to determine the likelihood of a given behav-
ioral state based on the observed neural patterns. In behavior 
classification, the neural activity may be complex, and thus the 
logistic decoder and other simple machine learning methods may 
not be able to identify the different neural activity efficiently. In this 
case, more powerful classifiers can be used to explore classification. 
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Fig. 7 Decoding paw position from WFCI signals. Figure source: [2] 

Support vector machine (SVM) is a widely adopted machine 
learning technique that is leveraged for the purposes of classifying;



ð  

it is a supervised learning model that separates the data into differ-
ent classes by finding the best possible boundary or hyperplane that 
maximally separates the data points belonging to different classes. 
The SVM algorithm is particularly useful when dealing with com-
plex and high-dimensional data which is challenging to be visua-
lized and interpreted. Moreover, the nonlinearity of the data makes 
it hard to separate different classes, in which case, SVM is known for 
its kernel version which is able to handle nonlinear data classifica-
tion. The SVM kernels first transform the nonlinear data into a 
higher dimensional space and then find a linear boundary that 
separates the classes. 
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Neural Networks 
Recurrent neural networks (RNNs) are another set of common 
models for modeling sequence data. They process sequential inputs 
and generate predictions for the sequence class by leveraging recur-
rent hidden states that are able to retain a memory of previous 
inputs. Moreover, RNNs can convert their representations across 
time to adapt to the task, and thus, they perform well in classifying 
sequential data [32]. Typically, the decoding model of RNNs was 
built with time-series neural data x∈R ×T which is recorded and 
processed from R different brain regions and T time points as the 
input, with the outputs as the different types of behavior, e.g., a 
class of distinct behaviors and movement trajectories. Commonly, 
the activation function of the RNN layer is given by tanh, yet the 
activation function of the output layer depends on the behavior, 
e.g., sigmoid for classification. The following are the equations of 
the RNN network: 

ht = tanh ðWhht -1 þ Wxxt þ bhÞ 8t∈½1,T ] 17Þ 

yt = σðWyht þ byÞ 8t∈½1,T ] ð18Þ 
where Wx∈N ×R means the input weights, Wh∈N ×N is the recur-
rent weights, and Wy∈1×N represents the output weights. xt∈R ×1 

is the neural data at time point t, ht∈N ×1 is the value for the hidden 
units at time point t, yt is the output of the dense layer, R and N are 
the number of brain regions and the number of RNN hidden units, 
respectively. Figure 8 shows the specific structure of unfolded

Fig. 8 Unfolded structure of RNN in [33]



RNNs. Backpropagation-through-time (BPTT) is widely used to 
train the RNNs with two commonly used loss functions: (a) the loss 
at the last output of RNNs (yT ) in order to focus on the prediction 
of the entire sequence and (b) the loss at all time steps of RNNs 
sequence ( t yt ), which focuses on the aggregate performance of 
the RNNs.
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5.2 Neural Encoding We introduced behavior decoding in the previous section; how-
ever, the relationship between behavior and neural activity is 
not unidirectional, and neural activity can also be encoded by 
behavior, which has the potential to reveal how behavior affects 
neural activity. With this formulation, we can gain insights into 
the neural representations of different cognitive processes and 
their corresponding behavioral outcomes. Furthermore, neural 
encoding provides a means to explore the relationship between 
external stimuli, behavioral responses, and neural activity. By 
examining the patterns of neural responses associated with 
different behaviors, we can elucidate the neural codes that 
mediate the translation of outside stimulus into behavioral 
outputs. 

X ðtÞ= f ðY ðtÞÞ ð19Þ 

Encoding models are able to connect the behavior or stimulus Y to 
neural activity X. 

By encoding the neural activity of different components/brain 
regions using behavioral inputs, researchers have recently found 
that movements dominate cortical activity in mice, and this effect 
is greater in some brain areas than others. An example of neural 
encoding is shown in Fig. 9. Here, neural activity is encoded by 
behavior of mice under different behavioral events through ridge 
regression, a form of regularized linear regression. 

Fig. 9 Example of neural encoding using regression models. Figure source [12]
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6 Future 

6.1 Brain 

Connectivity 

As based on correlation among spatial–temporal components of 
brain data, conventional approaches for measuring brain connec-
tivity face challenges in adequately capturing its dynamic fluctua-
tions, even when employing sliding window methodologies. This 
may cause difficulty in capturing underlying neural dynamics crucial 
to provide insights into behavior. Consequently, it is beneficial to 
develop methods to measure dynamic brain connectivity. 

6.2 Relationship with 

Behavior 

Cognitive and motor behavioral outputs are often under direct 
control of central nervous processing, and as such, it is possible to 
utilize neural stimulation techniques to regulate brain activity and 
modulate behavior. For example, undesired behaviors can be sup-
pressed or redirected before occurring. To implement this strategy, 
it is necessary to measure the brain activity under distinct behavior 
and develop models of neural signals that correspond to different 
types of behaviors. Subsequently, stimuli and controllers can be 
designed to transform the neural signals associated with a particular 
behavior into those associated with a different behavior, effectively 
modifying the individual’s behavior before it occurs. Moreover, the 
designed stimulus needs to be monitored and evaluated, and the 
behavior needs to be identified prior to the action of itself and 
stimulus. Mesoscope imaging has the potential to achieve identifi-
cation of behavior and design of stimulus with its evaluation. 

7 Summary 

This chapter introduces and summarizes methods to analyze meso-
scope imaging data and reveal the relationship with behavior. 
Mesoscope imaging data has emerged as a powerful approach to 
studying behavior because sequential neural activity stores the 
dynamic characteristic of the brain and multiregional neural activity 
measures different brain regions simultaneously. The utilization of 
single-photon excitation and fluorescent calcium indicators in the 
form of the wide-field calcium imaging (WFCI) technique has 
emerged as a robust and effective method to investigate neural 
functioning at the mesoscopic level during animal behaviors. This 
method enables the simultaneous measurement of the activity 
across extensive regions of the brain. However, because of its 
indirect measurement of neural activity, WFCI may not accurately 
reflect the underlying neural activity in brain, and the calcium 
indicators may cause pathological activity in the brain. Additionally, 
WFCI detects the signal from the cortical surface and may not be 
able to show the neural activity in the deeper brain. 
Decomposition-based methods have become an important step



and have been widely studied: Methods such as ROI, SVD (PCA), 
NMF, LocaNMF, and ICA were developed to separate the spatial 
and temporal components, and the temporal components were 
then used to decode the behavior. Functional connectivity of 
WFCI enables the examination of interconnections and associa-
tions among distinct brain regions. Various methodologies, includ-
ing correlation analysis, causality analysis, and centrality measures, 
have been designed to quantify diverse types of relationships 
between these brain regions. 
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Behavior and neural activity can be connected through machine 
learning models such as linear or logistic regression, recurrent 
neural networks, latent variable models, and others. Classical meth-
ods such as linear and logistic regression that map neural activity to 
behavior, while easy to implement, regard all temporal and spatial 
features as a huge space of features and may not be able to perform 
temporal decoding which is crucial in studying the dynamical char-
acteristic of neural activity and behaviors (although training by 
sliding window offers a way to have temporal output). Dynamical 
systems such as recurrent neural networks are a promising approach 
toward behavior decoding; these models can reveal linear and 
nonlinear connections between neural activity and behavior, while 
also succinctly capturing neural dynamics. 
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Chapter 3 

Real-Time Ultra-Large-Scale Imaging with High-Resolution 
Microscopy 

Qionghai Dai, Hao Xie, and Jiamin Wu 

Abstract 

This chapter presents a novel microscopy technique, real-time ultra-large scale imaging with high-
resolution microscopy (RUSH), which enables imaging of biological systems with unprecedented space– 
bandwidth product and data throughput. We describe the design and implementation of the RUSH system, 
which comprises a customized objective lens, a camera array, and a computer cluster. We also demonstrate 
the applications of the RUSH system in imaging neural activity in mouse brains and other biological 
samples with curved surfaces. Further, we introduce algorithms for image denoising and neural signal 
detection, and discuss the challenges and opportunities for large-scale imaging. The chapter aims to provide 
readers with an overview of the RUSH system and its potential for advancing system biology studies. 

Key words Mesoscale, Computational imaging, Camera array, Large-scale neural recording, Denois-
ing, Light-field 

1 Introduction 

Due to the intricate and constantly changing nature of living sys-
tems, predicting systematic behaviors solely from the properties of 
individual components is often challenging [1]. To investigate the 
biology of a system, such as neural network activity across cortical 
regions [2], leucocyte trafficking dynamics [3], or tumor metastasis 
[4], an appropriate microscope is required, which possesses a field 
of view (FOV) of at least 1-mm, sub-cellular resolution, and the 
ability to record biological processes in real-time. 

Attaining such a system presents some fundamental challenges. 
Firstly, it is necessary to develop an optical system with a high space-
bandwidth product (SBP), which combines high resolution and 
field of view (FOV) to capture the optical signal [5, 6]. Additionally, 
a data acquisition system with a high data throughput—character-
ized by a large pixel count and frame rate—must be implemented 
[7]. To manage the high data throughput, a data transfer and
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storage system with adequate capacity is required. Moreover, when 
the FOV is extensive, the depth of field must be expanded to 
accommodate the curvature of the mouse brain [8]. Developing 
high-efficiency signal processing algorithms is also critical for man-
aging the enormous data throughput, thus fast and highly accurate 
algorithms are required [9]. Finally, it is crucial to maintain low 
light exposure during long-term recordings to avoid photobleach-
ing. Therefore, the signal-to-noise level of the images becomes a 
severe issue, and it is necessary to develop a universal denoise 
algorithm that can accurately reconstruct the raw image in various 
scenarios.
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This chapter is structured into six sections. The first section 
serves as an introduction to the topic. The second section presents 
the real-time ultra-large-scale imaging with high-resolution micros-
copy (RUSH) approach [10], which involves using a customized 
microscope and a camera array to achieve ultra-large scale and high-
resolution imaging. The third section describes the attempt to 
simultaneously monitor neural activity in the superficial cortex 
and hippocampus, and then the meso-scale imaging is extended 
to a curved surface. The fourth and fifth sections introduce algo-
rithms for image denoising and neural detection, respectively. 
Finally, the limitations and future directions for large-scale imaging 
are discussed. 

2 Real-Time Ultra-Large-Scale Imaging with High-Resolution Microscopy (RUSH) 

The SBP of microscopes is fundamentally restricted by scale-
dependent geometric aberrations of optical systems, leading to a 
compromise between achievable resolution and FOV. To overcome 
this limitation, two approaches have been developed: image stitch-
ing, in which the whole FOV is divided into patches and imaged 
sequentially [11–14], and Fourier ptychography, in which the spec-
imen is imaged under various illumination conditions under a 
low-resolution system, and the final image is obtained via Fourier-
domain post-processing [15, 16]. Unfortunately, both approaches 
suffer from low speed and are incapable of supporting single-shot, 
whole-FOV information acquisition, which is essential for imaging 
biological dynamics. Additionally, these methods require the sam-
ples to remain static during the entire imaging process, making 
them challenging to apply to in vivo imaging of awake, behaving 
animals. To address the above challenges, we have proposed the 
real-time ultra-large-scale imaging with high-resolution microcopy 
(RUSH), as shown in Fig. 1.
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Fig. 1 Schematic of the RUSH system. In fluorescence imaging mode, the excitation beam from the light 
source is filtered with an excitation filter and reflected by the dichroic mirror (DM), before it passes through the 
customized objective and is projected onto biological samples. The fluorescence is collected by the same 
objective, filtered by the DM and an emission filter, reflected by a mirror (M), and forms a spherical 
intermediate image. The spherical field is divided into 5 × 7 sub-FOVs and imaged with corresponding 
collection units composed of the relay lens array and 35 sCMOS cameras. The customized objective lens is 
designed with 0.35 NA and 10 × 12 mm2 FOV; the collection units provide a data throughput of up to 
5.1 gigapixels per second. (The figure is reproduced from Fan et al. [10]) 

2.1 Optical Design The large FOVof RUSH is realized by a customized objective and a 
camera array. The customized objective used in the RUSH system 
was composed of 14 optical elements in 11 groups, and was 
161 mm in diameter and 280 mm in length. It was designed to 
achieve a 10 mm × 12 mm FOV and 0.35 NA over the wavelength 
range 420–680 nm. The entire optical system had a magnification 
factor of ×8 and an off-axis and spacing tolerance of ~2 μm. For 
wide-field fluorescence imaging, a light-emitting diode light source 
was used for excitation, with a bandpass excitation filter at 
470 ± 20 nm and an emission filter at 525 ± 20 nm, chosen 
based on the fluorescence dyes or proteins used in the imaging. 
The excitation beam from the light source is filtered with an excita-
tion filter and reflected by the dichroic mirror (DM), before it 
passes through the customized objective and is projected onto 
biological samples. The fluorescence is collected by the same objec-
tive, filtered by the DM and an emission filter, reflected by a mirror



(M), and forms a spherical intermediate image. The spherical field is 
divided into 5 × 7 sub-FOVs and imaged with corresponding 
collection units composed of the relay lens array and 35 water-
cooled sCMOS cameras with 2560 × 2160 pixels and 16-bit 
depth. The customized objective lens is designed with 0.35 NA 
and 10 × 12 mm2 FOV; the collection units provide a data through-
put of up to 5.1 gigapixels per second. 
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2.2 Image Stitching The alignment of sub-FOVs is crucial for seamless stitching and 
requires high-accuracy calibration. We have proposed a fast calibra-
tion approach using spatiotemporal structured illumination to 
build homographic matrices that map images from 35 cameras to 
the 10 × 12 mm2 FOV, which provides sub-pixel calibration preci-
sion and feedback for mounting the camera array. During mount-
ing, the displacement between the captured and expected mappings 
is calculated, and mounting parameters are fine-tuned accordingly. 
The proposed approach is computationally efficient and can ele-
gantly address the challenges of assembly and calibration, as shown 
in Fig. 2b. 

First, we set the global physical coordinates using the temporal-
division coding of different cells on a high-density LCD module. 
Specifically, 12-bit temporal codes are used for x and y coordinates,

Fig. 2 Diagram for the data transmission, storage, and image calibration. (a) Our system involves a root server 
that controls cameras, computing cluster, user client, synchronizer, light source, 3-axis stage, calibrator, and 
monitor. Firstly, 35 cameras capture subFOV images in sync using a customized protocol. The high-bandwidth 
data is then sent through a DFS for processing. A parallel stitching algorithm is applied using calibrated 
homographic matrices for real-time display. Users can adjust exposure time and illumination intensity through 
the user control client. We also calibrate the local-to-global map table to enable seamless sub-FOV stitching. 
(b) Steps to coordinate calibration. (Figures are adapted from Fan et al. [10])



respectively. Second, each sub-FOV camera captures an image 
sequence of one specific small LCD region. Then the 
corresponding global position of each LCD cell can be decoded 
from its temporal pattern. For each cell in the sub-FOV image, we 
further extract its precise local image coordinates using center-of-
area method, including binarization and weighted averaging. After 
retrieving the global and local coordinates of all the sub-FOVs, we 
build a set of homographic matrices for successive stitching.
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2.3 Data Transfer 

and Storage 

We have designed a computer cluster with nine nodes to handle the 
large amount of data generated by the RUSH system, as shown in 
Fig. 2a. The data from the 35 cameras were captured synchronously 
and continuously with a maximum frame rate of 30 frames per 
second. The data were then transmitted via dual-camera links to 
optical cables, with a bandwidth of 5.1 gigapixels per second. The 
system used a distributed file system with 324 hard disks to sched-
ule local data writing requests to each node and to provide cross-
node data exchange capability. This facilitated a highly parallel 
distributed stitching algorithm with adjustable granularity, which 
allowed real-time online stitching with adaptive resolution adjust-
ment according to the regions of interest. The entire gigapixel 
video could be stitched and stored offline at up to 1.1 frames per 
second. A graphical user interface was developed to provide online 
flexible visualization of the multi-scale data with two high-
definition displays. 

We use a root server to control the cameras, the computing 
cluster, the user client and other external devices including the 
synchronizer, light source, 3-axis stage, calibrator, and the monitor. 
Firstly, 35 cameras are synchronized to capture the sub-FOV 
images based on our customized protocol. The high-bandwidth 
data is then transmitted through a DFS for data processing. Parallel 
stitching algorithm is conducted based on the calibrated homo-
graphic matrices for real-time display. Users can specify the para-
meters such as exposure time and illumination intensity by the user 
control client. 

2.4 Ex Vivo Cellular 

Imaging 

In order to demonstrate the efficacy of our RUSH macroscope for 
large-scale, high-resolution, and high-throughput imaging of 
biological dynamics, we conducted functional imaging of large 
cell ensembles. While fluorescence imaging of the cardiac cellular 
network is essential for gaining detailed insights into the cellular 
processes that are fundamental to cardiac function, it has previously 
been limited to small fields of view (FOVs) or low resolution. We 
cultivated rat primary cardiomyocytes and captured intercellular 
calcium dynamics at a rate of 30 Hz. Figure 3a presents the spatio-
temporal propagation of a calcium wave across the cardiac cell 
ensemble, with wave phases depicted using different colors that 
correspond to different temporal delays. Enlarged views of
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Fig. 3 High-throughput calcium imaging of neuron ensembles. (a–c) Color-coded spatiotemporal projection of 
calcium signals from cultured rat cardiomyocytes (a), with enlarged views shown in (b) and (c). Different 
colors visualize the peak instants of the calcium signal in one period, and the intensity corresponds to the 
standard deviation of the fluorescence signal. (d) Calcium intensity traces (ΔF/F0) of all segmented cell 
groups, indexed by their temporal delays. (e–g) Color-coded spatiotemporal projection of the calcium signals 
from cultured neuron ensembles (e), with enlarged views shown in (f) and (g). Colors and intensities are 
defined in the same way as in (a). (h) Maximum intensity projection image of the outlined region in (f). (i) 
Fluorescence signals of the numbered regions in (h). Scale bars, 1000 μm  (a, e), 100 μm  (b, c, f, g), 50 μm 
(h). (The figure is reproduced from Fan et al. [10])



subcellular structures are presented in Fig. 3b, c. Furthermore, we 
show the fluorescence signals (ΔF/F0) of all segmented cells in 
Fig. 3d, indexed by their wave phases. It can be observed that the 
calcium signal propagates in a periodically spiral pattern across the 
entire FOV. The RUSH system’s high throughput allows us to 
capture non-periodical signal propagation in cardiac ensembles, 
either within a single cell or among multiple cells.
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Compared to cardiac cellular ensembles, neural ensembles have 
the ability to form long-range connections. As a result, high-
resolution and large-scale functional imaging is necessary to study 
neural network activity effectively. In this regard, we conducted a 
proof-of-concept experiment using cultured rat neuron ensembles 
by performing calcium imaging, which was prepared in a manner 
similar to the cardiac cells. Figure 3d depicts the spatiotemporal 
alterations of calcium signals across the neuron ensemble, while 
Fig. 3g–h illustrate the propagation of calcium signals along den-
drites. Our RUSH macroscope enables the recording of fluores-
cence dynamics in somas and the observation of signal propagation 
along fine structures, such as single dendrites. 

2.5 In Vivo Cellular 

Imaging 

To show the proficiency of the RUSH macroscope in large-scale, 
high-resolution, and high-throughput imaging of biological 
dynamics, we performed calcium imaging of neurons and dendrites 
in awake mice in vivo. In this study, we utilized virus-infected adult 
C57BL/6 mice. First, we performed the craniotomy as described in 
a previous report, with a window size of ~8 mm × 8 mm, then 
installed flat optical windows and cemented the custom-made cov-
erslips (D-shape) and aluminum head posts to the skulls. The 
neurons of adult C57BL/6 mice were sparsely labelled with a 
mixture of diluted AAV2-9-hSyn-cre and AAV2-9-Ef1a-DIO-
GCaMP6f viruses (from BrainVTA Technology, China). 

Calcium dynamics were recorded at 14 f.p.s., and the results are 
presented in Fig. 4. Our experiments enabled us to record calcium 
signals from neural somas (Fig. 4b–e), as well as to observe calcium 
propagation along dendrites (Fig. 4f–h). These investigations can 
provide the multi-scale data necessary for studying brain-wide cor-
relations among neuron responses, including the response delay of 
calcium signals at different branches of a single neuron. 

3 Mesoscale Multi-planar Imaging 

As the imaging field of view increases, curvature of the mouse brain 
has become a crucial issue that need to be considered, because the 
lateral areas of the brain can be hundreds of micrometers to milli-
meters lower than the central part [8]. Another challenge is that 
many cognitive processes involve the neural interaction of multiple 
brain regions at different depths. For instance, the formation of



episodic memory is dependent on the interplay between the hippo-
campus and prefrontal cortex [17–19], while spatial navigation is 
dominated by hippocampal-parietal cortical interactions [20– 
22]. These nuclei are located more than 1 mm beneath the dura 
in adult mice and are spread across the whole brain. To investigate 
the dynamic behavior of different brain modules at a fine scale, it is 
essential to have an optical system with cellular resolution, brain-
wide field of view, video-rate acquisition, and multi-depth imaging 
capabilities. 
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Fig. 4 In vivo brain-wide calcium imaging of adult C57BL/6 mice at dendritic resolution. (a) Large-FOV, high-
resolution image of the mouse brain cortex. (b, d) Enlarged views of the areas labelled in (a). The contours of 
the segmented neuron cells are labelled. (c, e) Temporal traces of the segmented cells labelled in (b) and (d), 
respectively. (f) Enlarged view (s.d. projection) showing the clear structures of dendrites, highlighted with 
semi-automatic tracing of neurons. (g) The same enlarged view with labelled ROIs. Each color encodes an 
individual neuron. (h) Temporal traces of the ROIs labelled in g. Scale bars, 1000 μm (a), 100 μm (b, d), 50 μm 
(f, g). (The figure is reproduced from Fan et al. [10]) 

In this section, we firstly introduce a novel wide-field fluores-
cence microscope called the Spinning-disk Mesoscopic ARbitrarily 
shaped-surface imaging Technique (SMART, or previously termed 
MFIAS for multifocal fluorescence imaging of arbitrary surfaces) 
[23, 24]. This microscope has the ability to image on nonplanar



surfaces while maintaining high spatial resolution across a large field 
of view. To achieve this, we have developed an active imaging 
framework that includes automatic detection of the surface profile, 
active control of illumination, high-speed spinning-disk scanning, 
and multiplexed detection. In the second part, we introduce a 
method for multi-planar imaging, which enables simultaneous 
recording of the superficial cortical and hippocampus dynamics 
with cellular resolution [25]. 
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3.1 System Setup of 

SMART 

The operation of SMART is shown in Fig. 5. The imaging process 
begins with the estimation of surface profiles, which is used to 
design a spatial-temporal selective illumination sequence. This 
sequence is then applied to the sample, while the spinning disk is 
used for fast axial scanning within a single frame exposure time. 
This allows for the acquisition of surface features with depth encod-
ing. The obtained images, along with the illumination sequence, 
are then processed to decode cellular information with high accu-
racy. Overall, this approach provides an effective means for achiev-
ing high-resolution imaging of dynamics on complex surfaces. Key 
elements in this setup include: 

Fig. 5 Schematic diagram of the SMART system. (a) The SMART system comprises two components: selective 
illumination and focal modulation. The selective illumination component incorporates a DMD that is conju-
gated with the image plane and modulates the illumination patterns. The focal modulation component is a 
spinning disc with varying thicknesses of cover glass, which shifts the focal image to different depths. (b) 
Before frame acquisition, a depth map is generated and converted into a series of illumination patterns 
displayed on the DMD. During each exposure period, the spinning disc completes one full rotation, while the 
DMD displays one pattern at each glass thickness. The resulting image is an integration of focal areas from 
different depths. TIR, total internal reflection prism; DM, dichroic mirror; OBJ, objective; LED, light-emitting 
diode; PE, photon emitter. (Figures are adapted from Xie et al. [23])
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1. A spinning disk for fast focal shifting. The spinning disk, com-
posed of glasses with varying thicknesses, was positioned 
between the two surfaces to produce a focus shift. The use of 
flat optical elements ensures that all regions of the field of view 
are treated equally for a telecentric optical system as RUSH, 
allowing for high-resolution focal length changes across the 
entire field of view. 

2. Selective illumination. The illumination patterns were used to 
modulate the illumination of the sample through the DMD, 
which enabled the bright regions to correspond to in-focus 
areas. The spinning disk was synchronized with the DMD 
and camera, and the acquisition of images was done in a single 
frame exposure time. The captured images were then processed 
to decode cellular information with high accuracy. The axial 
positions of the surface were also extracted from the illumina-
tion patterns and used to reconstruct the surface profile. 

3.2 Results of 

SMART 

This ability to image the entire superficial brain allowed us to study 
the spatiotemporal dynamics of neural activity across a large field of 
view, which is important for understanding the mechanisms under-
lying brain function. We were able to detect calcium signals from 
neurons across the mouse cortex in response to visual stimulation. 
This demonstrates the ability of SMART microscopy to provide 
high-quality, high-resolution images of neural activity in vivo, 
which is essential for advancing our understanding of brain func-
tion and disease. 

The SMART microscopy approach enabled the acquisition of 
high-resolution images of neural activity with a large field of view 
and high imaging speed. This allowed for the detection of fast, 
micrometer-resolution spontaneous activity over the superficial 
dorsal cortex of the mouse brain, which was difficult to achieve 
with existing wide-field techniques. By using morphological meth-
ods, the time series of images at each depth were used to detect the 
three-dimensional positions of neurons. A polynomial function was 
then applied to fit the surface, as shown in the inset of Fig. 3a. The 
resulting images and surface profile provided a comprehensive view 
of the neural activity across the superficial layer of the cortex. 

SMART’s ability to capture an image of the entire superficial 
cortex in one snapshot and identify thousands of neurons with high 
resolution and efficiency represents a significant advance over exist-
ing wide-field techniques. By detecting 5400 neurons using the 
CNMF-E algorithm, SMART was able to evenly distribute neurons 
across the entire field of view, outperforming a conventional micro-
scope that could only detect 1000 neurons within its depth of field. 
Additionally, by zooming in on four selected regions in detail, 
SMART was able to reveal the contours of all somata at high 
resolution. While the imaging speed of SMART was currently



limited by the sCMOS camera speed of up to 50 frames per second, 
setting the speed to 10 Hz allowed it to match the dynamics of the 
calcium indicator. 
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3.3 Hippocampal 

Imaging 

The hippocampus is exposed by removing the mice’s skull and 
some cortical tissue. The hippocampus is 1 mm under the dura, 
while the cortex’s layer 2/3 neurons are only 100 ~ 300 μm under 
the dura. A substance with a higher refractive index is added above 
the hippocampus to bring the hippocampal neurons closer to the 
cortical ones. The apparent depth Ha of the hippocampus in the 
substance depends on its real depth and the refractive indices of the 
imaging plane and the substance, respectively, according to Snell’s 
Law. For a dry objective at around 515 nm wavelength, a glass 
column of 0.9 mm height and 2 mm diameter is attached to the 
cover glass above the mouse hippocampus, and an additional glass 
column of 1.8 mm thickness is put on top to further compensate 
the depth difference. A chronic craniotomy was performed by 
creating a 6 mm diameter window and aspirating the cortical tissue 
with a 0.9 mm diameter blunt needle connected to a vacuum pump. 
The center of the aspirated cortex was about 1.5 mm from the 
sagittal suture and 2 mm from the lambdoid suture. A chronic 
window was made by sticking a ϕ9 mm glass coverslip to a glass 
column with tissue adhesive. The window was implanted above the 
mouse cortex, and an aluminum head post was attached to the skull 
and secured with dental cement. 

We have demonstrated the capability of our system to perform 
in vivo multi-planar neuron imaging in Thy1-YFP mice (JAX 
No. 003782). To assess the viability of our technology for chronic 
mouse imaging, we allowed a recovery period of 2 weeks following 
optical window implantation. We present brain images of Thy1-
YFP mice captured on Day 14, 30, and 60 post-implantation. 
Neurons in all regions, including the hippocampus and superficial 
cortex, are visible, indicating that our microwindow implantation 
approach is suitable for chronic imaging [25]. 

4 Denoising 

Fluorescence imaging is photon limited, which means that it is 
usually not possible to collect enough fluorescent photons to 
obtain a satisfactory imaging signal-to-noise ratio (SNR). The 
problem of low imaging sensitivity is the fundamental challenge 
of fluorescence imaging. The causes of the photon-limited chal-
lenge can be the low quantum yield of fluorescent indicators [26], 
vulnerability of biological tissue [27–32], and the quantum nature 
of photon detection [33–36]. 

Using deep learning to restore fluorescence images can com-
pensate for the innate deficiencies of imaging systems and



effectively improve microscopic image quality [35, 37–40]. The 
application of deep learning consists of two steps. Firstly, data is 
collected to make a training set, and deep neural networks are 
trained on the dataset using back-propagation and gradient descent 
algorithms. Then pretrained models are deployed and used to 
process unseen data. Those well-trained models still maintain 
good generalization on new test data. Such a data-driven paradigm 
dictates the strong data-dependent nature of deep-learning-based 
methods, where the dataset has a much greater impact on the 
performance than the network architecture. Thus, making a repre-
sentative and category-balanced dataset is crucial for these 
methods. 
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Conventional deep-learning-based denoising methods for fluo-
rescence imaging are based on supervised learning, which means 
that the training of the deep neural network relies on the supervi-
sion of paired ground-truth images (i.e., clean images without 
noise contamination or high-SNR images with the same underlying 
scene as the low-SNR images). For static samples, it is not difficult 
to obtain the ground-truth images by extending the exposure time 
of the camera. However, biological phenomena are often highly 
dynamic, non-repetitive activities where the same scene cannot be 
captured twice, and schemes to obtain training truth values by 
averaging are no longer feasible. The lack of ground-truth images 
is very common in fluorescence imaging of living organisms, such 
as neural calcium imaging, membrane voltage imaging, cell interac-
tion, organelle dynamics, immune response, and hemodynamic 
processes. There is an urgent demand to develop new denoising 
methods to break the dependence of supervised denoising on truth 
values. 

We proposed a self-supervised framework for fluorescence 
imaging denoising named DeepCAD [41], which can be used to 
train denoising models without requiring any ground-truth images 
and can achieve performance as good as the latest supervised 
denoising methods, as shown in Fig. 6. The original low-SNR 
image stack acquired by the imaging system is split into two 
sub-sequences (xy–t image sequences) of odd and even frames, 
which are used as the input and target of the deep neural network, 
respectively. Then, the neural network is trained with stochastic 
gradient descent. In brief, traditional supervised learning methods 
use ground-truth images as the supervised data, while DeepCAD 
uses adjacent frames of the input noisy images as the supervised 
data. Although the supervised data also contains the same kind of 
noise as the input data, the network parameters can still converge to 
values similar to those trained by supervised learning. After train-
ing, the parameters of the pretrained denoised network will be 
stored in a model file. When new low-SNR data arrives, a three-
dimensional (xy–t) window will traverse the whole video and input 
these data blocks into the pretrained model. The output of the



model is corresponding denoised blocks, and the complete 
denoised results will be obtained after stitching these output blocks 
together. 
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Fig. 6 General principle and validation of DeepCAD. (a) Self-supervised training strategy of DeepCAD. 
Consecutive frames in the original low-SNR stack are divided into two sub-stacks, which are then used as 
the input volume and corresponding target volume to train the deep neural network (3D U-Net20). After 
training, a denoising model can be established and memorized in network parameters. Scale bar, 50 μm. (b) 
Deployment of the DeepCAD model. For subsequent acquisitions, a 3D (x–y–t) window traverses the entire 
stack, and 3D tiles are sequentially fed into the pretrained model. Denoised recordings will be obtained after 
processing by the model. Scale bar, 50 μm. (Figures are adapted from Li et al. [41])
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Fig. 7 Spatiotemporal enhancement with DeepCAD. (a) Single-neuron electrophysiology. Detected spikes are 
marked with black dots. (b) Two-photon calcium imaging data of the same neuron synchronized with cell-
attached electrophysiology. Representative frames indicated with orange triangles are presented below the 
trace. Scale bar, 10 μm. (c) Fluorescence traces and representative frames after the enhancement with 
DeepCAD. Scale bar, 10 μm. (d–f) Examples of calcium transients evoked by three APs (d), two APs (e), and 
one AP (f) before (blue) and after (purple) noise removal. (Figures are adapted from Li et al. [41]) 

To verify the effectiveness and reliability of DeepCAD on 
experimentally obtained data, we then demonstrated its perfor-
mance on previously released two-photon calcium imaging data 
[42]. In this dataset, simultaneous cell-attached electrophysiologi-
cal recordings (Fig. 7a) are synchronized with two-photon imaging 
and serve as reference for calcium transients and as ground truth for 
spike inference. Contaminated by detection noise, both the spatial 
footprint and temporal traces of neurons were severely corrupted in 
the original data (Fig. 7b). After we applied DeepCAD to enhance 
these data, the annular cytoplasms became recognizable and cal-
cium traces were liberated from noise (Fig. 7c). Even barely per-
ceptible calcium transients evoked by one AP, two APs, or three 
APs were distinguished and maintained their original dynamics 
(Fig. 7d–g), which otherwise would be overwhelmed by noise. 

Furthermore, to meet the growing demand of large-scale 
image processing and real-time high-sensitivity observation, we 
comprehensively optimized DeepCAD to improve its processing 
speed and performance [43]. We also designed a multithreaded 
processing pipeline, as well as an optimal hardware deployment 
scheme, to integrate the proposed denoising into the imaging 
system. We finally implemented real-time noise suppression on a 
two-photon fluorescence microscope for high-sensitivity imaging. 
With this high-sensitivity imaging technique, we observed various 
biological events, including neural calcium activity in multiple 
model organisms (Drosophila, zebrafish, and mice), the 3D



migration of immune cells after acute brain injury, and the 3D 
dynamics of adenosine triphosphate (ATP) release in the mouse 
cortex after laser-induced injury [44]. The implementation of real-
time high-sensitivity fluorescence imaging will help biologists solve 
the photon-limited challenge in fluorescence imaging and facilitate 
the revelation of underlying biological mechanisms in a wide range 
of applications. 
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5 Rapid Calcium Signal Extraction 

Widefield microscopy can image multi-millimeter fields of view and 
thousands of neurons in mammalian brains at a video rate. But 
extracting neuronal activity signals from calcium imaging data at a 
cellular resolution is hard because of tissue scattering [45] and 
background signals [46], which makes it slow and difficult [47– 
50]. We propose a deep learning method called DeepWonder, 
which uses simulated calcium recordings but works well on experi-
mental data [51]. DeepWonder achieves a processing speed 
improvement of nearly tenfolds compared to the widely used 
CNMF-E technique in widefield calcium imaging analysis. In only 
17 h with workstation-grade computing resources, DeepWonder 
found over 14,000 neurons, which is much better than the nearly 
week-long processing time with previous methods. This new 
method can help with massive data processing in widefield neuronal 
imaging, avoiding the need for many computational resources. 

The DeepWonder framework consists of two neural networks: 
The Removing Background Network (RB-Net) and the Neuron 
Segmentation Network (NS-Net). RB-Net removes background 
contaminations from the imaging data, while NS-Net segments 
neurons from the background-removed data, as shown in Fig. 8. 

The effectiveness of widefield microscope in detecting neurons 
is limited by background contamination, which hinders signal 
extraction and detection quality. In DeepWonder, we use a neural 
network to map images with background contamination to 
background-free data by generating synthetic widefield calcium 
imaging data. We create synthetic data by modeling vessels, neu-
rons, and background dendrites and axons based on a specific 
widefield microscope model to produce realistic virtual recordings 
with accurate pixel, ΔF/F, and spatial frequency distributions. 
Paired virtual recordings are fed to the removing background net-
work (RB-Net) to learn the mapping between contaminated and 
background-free captures. Trained RB-Net learns interpretable 
features and outputs high-contrast images and vivid neuronal activ-
ities without contaminations. DeepWonder enhances correlation 
scores to the ground truth signals and signal-to-background ratios 
significantly compared to raw data. RB-Net-driven by virtual data 
in DeepWonder is effectively applied to remove backgrounds of real



recordings. The RB-Net achieves superior performance in SBR, 
correlation score, and neuron finding scores compared to other 
state-of-the-art background removal methods while spending 
almost sevenfold shorter time in removing background. The simi-
larity between virtual generations and real recordings guarantees 
the high effectiveness of RB-Net in real recordings. We illustrate an 
SBR improvement in real recordings by RB-Net compared to raw 
data across 1543 neurons. 
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Fig. 8 Principle of deep widefield calcium finder (DeepWonder). (a) The deep widefield calcium finder 
(DeepWonder) operates on the principle of removing background noise from widefield calcium imaging. In 
the training stage, the removing background network (RB-Net) is trained using a realistic widefield simulator 
to generate virtual captures with similar parameters to experimental captures. These captures are used as 
inputs along with corresponding labels that represent the same neuron distributions without background 
contamination. The RB-Net is trained to remove the background from the captured images and restore 
background-free neuronal images. (b) In the testing stage, DeepWonder is used on new recordings to remove 
the background noise from the experimental captures. The neuron segmentation network (NS-Net) is then 
applied to segment the neurons and extract their signals from the background-removed movies. 
(Figure reproduced from Zhang et al. [51]) 

NS-Net, the neuron segmentation network proposed in 
DeepWonder, is designed to segment neurons from background-
removed data. The NS-Net employs a lightweight CNN that seg-
ments neurons from the output of the RB-Net at high speed. The 
network then semantically segments roughly isolated neurons 
based on their spatiotemporal connectivity and yields mostly exclu-
sive segmentations. This approach enables the direct readout of the 
temporal activities of individual neurons since there is no inter-
neuron crosstalk. Neurons that are tiled and overlapped are further 
demixed by a local nonnegative matrix factorization (NMF) algo-
rithm, which eliminates activity crosstalk. NS-Net reliably demixes 
neurons as close as 0.3 of the neuron diameter, resulting in a 
temporal similarity of over 0.9 and a spatial similarity of over 0.85.
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Fig. 9 A validation of single-photon microscopy accuracy using a two-photon microscope. (a) The hybrid 1p– 
2p microscope setup. LED, light-emitting diode light source; Ti:Sa, titanium:sapphire laser; M, mirror; DM, 
dichroic mirror; BS, beam splitter; Fm, emission filter; Fx, excitation filter; CL, collection lens; TL, tube lens; S, 
triggerable shutter; CAM, sCMOS camera; Obj, objective. Right box: control signals of the shutter, LED, EOM 
and camera exposure. (b) Maximum intensity projection (MIP) of widefield (top), RB-Net in DeepWonder 
processed widefield movie (middle) and two-photon movie (bottom). Triangles mark neurons, and the 
corresponding temporal activities are plotted on the right side. The mean background value for widefield, 
DeepWonder and 2p movies are 0.64, 0.001 and 0.12, respectively (normalized by maximum value). (c) Zoom-
in plots of temporal activities of neurons 14, 16 and 17 in the widefield raw movie (green), RB-Net processed 
movie (red) and 2p movie (blue.) (d) Temporal correlations of 27 representative neurons, from raw data 
imaged with with 2p (0.68 ± 0.22, mean ± s.d.) and after processing with RB-Net (0.89 ± 0.08, mean ± s.d.). 
***P = 3.55 × 10-6 , two-sided Wilcoxon signed-rank test. Central black mark: median. Bottom and top 
edges: 25th and 75th percentiles. Whiskers extend to extreme points excluding outliers (1.5 times above or 
below the interquartile range). (Figure reproduced from Zhang et al. [51]) 

DeepWonder is able to significantly improve the processing 
speed and accuracy of calcium imaging analysis compared to cur-
rent techniques, such as CNMF-E. Additionally, the hybrid micros-
copy device and comparison with two-photon recordings suggest 
that DeepWonder provides accurate neuronal segmentation and 
activity inference in mouse recordings, with high precision scores 
and signal correlations with two-photon ground truth, as shown in 
Fig. 9. The results show that DeepWonder has advantages in both 
speed and performance compared to widely used CNMF-E.
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6 Notes 

The development of a large field-of-view high-resolution 
computational microscope has overcome the contradiction 
between field-of-view and resolution, making it possible to observe 
a large number of mesoscale life science phenomena. However, 
other factors still limit the further development of mesoscopic 
imaging. One of the core challenges is low signal-to-noise ratio in 
fluorescence microscopy imaging. Signal-to-noise ratio is a critical 
indicator of imaging sensitivity. Without sufficient signal-to-noise 
ratio, the observed phenomenon cannot be described qualitatively 
or quantitatively, and the data obtained will be meaningless. 
Another challenge is the large amount of data generated by meso-
scale imaging. How to process and analyze these data to discover 
new phenomena and reveal new mechanisms is a worthwhile 
research direction. Moreover, the current instrument can only be 
used for fixed samples. Extending the instrument to freely moving 
animals will help reveal the correlation between animal behavior 
and neural activity and promote understanding of biological intel-
ligence. These three problems are the main directions that we are 
tackling. 

6.1 High-Sensitivity 

Fluorescence Imaging 

Beyond the Photon 

Noise Limit 

Fluorescence imaging is a technique that allows us to see biological 
processes and structures in living organisms by using fluorescent 
molecules that emit light after absorbing radiation. Unlike conven-
tional imaging of macroscopic scenes, fluorescence imaging faces 
the challenge of low photon counts, which means that the image 
signals are very weak and noisy. This affects the resolution, speed, 
sensitivity, and other aspects of imaging. Fluorescence imaging is a 
fundamental and difficult problem in biophysics and bioengineer-
ing. Breaking through the photon noise limit is a fundamental 
challenge and opportunity for fluorescence imaging. Different fluo-
rescence imaging techniques have different excitation and detec-
tion mechanisms, which require different computational and 
physical methods to overcome the photon noise limit. So, a general 
theory and method for this problem is still lacking in the field of 
fluorescence imaging. Achieving fluorescence imaging that breaks 
through the photon noise limit will enable major breakthroughs in 
various fluorescence imaging applications, such as super-resolution 
microscopy, two-photon microscopy, light field microscopy, and 
structured light microscopy. We are aiming to break through the 
photon noise limit, a fundamental challenge for optical imaging 
sensitivity. Photon noise is caused by the quantum nature of light 
and cannot be suppressed by classical methods. Therefore, how to 
develop computational restoration and physical compensation 
methods that break through the photon noise limit of fluorescence 
imaging is a frontier and basic problem in life sciences, optics,



information sciences, and other fields. It can promote the progress 
of the entire field of fluorescence imaging and is expected to bring a 
series of new discoveries in life sciences. 
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6.2 Mesoscale Data 

Analysis Platform 

The mesoscale imaging platform generates large-scale data, where 
the experimental data of a single project sometimes reaches the PB 
level. It is necessary to build a supporting mesoscale data analysis 
platform to effectively store and process data in order to achieve 
efficient use of large-scale data. The main functions of the meso-
scale data analysis platform include: (1) Data storage cluster: This is 
the basic component of a large-scale data analysis platform, which 
stores various types of large-scale data collected by instruments. 
The data storage cluster can use cloud storage services or 
distributed file systems to support efficient storage and access of 
data. (2) Data visualization: This is the process of presenting data in 
different forms, such as videos, charts or other forms, which can 
help researchers better understand and analyze data and discover 
patterns and trends in the data. (3) Quantitative life science analysis, 
which deeply processes and analyzes biomedical imaging data. 
Quantitative life science analysis can use various life science data 
analysis tools such as R and Python, and provides support for life 
science research, helping researchers better understand life science 
data. High-performance analysis requires strong hardware support, 
including high-performance CPU and GPU clusters, to shorten 
analysis time. 

The main components of a large-scale data analysis platform 
include: (1) Storage devices: Used to store large amounts of data, 
including hard drives, solid-state drives, and network storage, with 
a large storage capacity. (2) Processors: Used for data processing 
and computation, mainly including CPU and GPU clusters. The 
former is for general computation while the latter is responsible for 
image processing and matrix operations. (3) Network equipment: 
Used for communication and data transmission between different 
parts, with each component connected by fiber optics. (4) Software 
system: Including operating system, distributed computing frame-
work, database system, data processing, and analysis tools. 

Based on this hardware platform, by deploying low-level pro-
cessing modules such as denoising, deconvolution, and back-
ground removal, along with high-level processing modules such 
as segmentation, signal extraction, signal analysis, and loop con-
struction, we can build a high-performance mesoscale data analysis 
platform. Further by coupling the analyzed data using self-
supervised or unsupervised algorithms, we can achieve inductive 
fusion of massive amounts of data to effectively discover relevant 
biological conclusions promoting the development of frontier life 
sciences.
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6.3 Miniaturized 

Robust Imaging 

Instrument 

Optical macroscopes are a type of optical microscope that can 
achieve high-resolution and large-field-of-view imaging of small 
objects. However, existing optical macroscopes face several chal-
lenges that limit their performance and applicability. First, optical 
aberrations such as coma, astigmatism and field curvature degrade 
the image quality at the edges of large fields-of-view, forcing a 
trade-off between resolution and field-of-view. To overcome this 
problem, optical engineering design is required, which results in 
bulky and costly systems. Second, in vivo imaging of biological 
samples is hampered by tissue distortion and scattering, which 
affect the accuracy and contrast of the images. Traditional methods 
use adaptive optics to compensate for static samples, but dynamic 
samples pose great difficulties. Third, background noise from light 
scattering reduces the signal-to-noise ratio and obscures the struc-
tures and functions of interest. Nonlinear excitation or selective 
illumination can mitigate this issue, but at the expense of time 
resolution. Therefore, there is a need for novel and scalable solu-
tions for three-dimensional high-resolution mesoscale imaging sys-
tems that can reveal multiscale physiological regulation and 
interaction in living organisms. 

We are now working on the next-generation mesoscale intravi-
tal fluorescence imaging system based on a digital adaptive optics 
(DAO) imaging framework that uses microlens arrays and periodic 
scanning elements to acquire four-dimensional full-light informa-
tion [52–55]. As a generally accessible mesoscope, this framework 
decouples signal acquisition from adaptive wavefront correction 
and allows post-processing correction of system aberrations and 
dynamic tissue aberrations. By implementing large-scale spatial 
block adaptive optics correction, we improve the spatial resolution 
to the optical diffraction limit. This instrument can record accurate 
multidimensional multi-scale data of living organisms, reflecting 
the biological characteristics of individual cells and studying patho-
logical physiological processes and mutual influences under intact 
microenvironmental conditions. This instrument is expected to 
reveal important life phenomena such as structural-functional cou-
pling of neural circuits under physiological and pathological con-
ditions and occurrence and metastasis of malignant tumors. 

References 

1. Anderson PW (1972) More is different – bro-
ken symmetry and nature of hierarchical struc-
ture of science. Science 177(4047):393–396 

2. Ji N, Freeman J, Smith SL (2016) Technolo-
gies for imaging neural activity in large 
volumes. Nat Neurosci 19(9):1154–1164 

3. Jung S et al (2000) Analysis of fractalkine 
receptor CX(3)CR1 function by targeted 

deletion and green fluorescent protein reporter 
gene insertion. Mol Cell Biol 20(11): 
4106–4114 

4. Valastyan S, Weinberg RA (2011) Tumor 
metastasis: molecular insights and evolving 
paradigms. Cell 147(2):275–292



5. 

Large-Scale High-Resolution Microscopy 71

Lohmann AW et al (1996) Space-bandwidth 
product of optical signals and systems. J Opt 
Soc Am A 13(3):470–473 

6. Lim D, Chu KK, Mertz J (2008) Wide-field 
fluorescence sectioning with hybrid speckle and 
uniform-illumination microscopy. Opt Lett 
33(16):1819–1821 

7. Goda K, Tsia KK, Jalali B (2009) Serial time-
encoded amplified imaging for real-time obser-
vation of fast dynamic phenomena. Nature 
458(7242):1145–1149 

8. Kauvar IV et al (2020) Cortical observation by 
synchronous multifocal optical sampling 
reveals widespread population encoding of 
actions. Neuron 107(2):351–367 

9. Zhou P et al (2018) Efficient and accurate 
extraction of in vivo calcium signals from 
microendoscopic video data. eLife 7:e28728 

10. Fan J et al (2019) Video-rate imaging of 
biological dynamics at centimetre scale and 
micr ometre resolution. Nat Photonics 
13(11):809–816 

11. Potsaid B, Bellouard Y, Wen JT (2005) Adap-
tive Scanning Optical Microscope (ASOM): a 
multidisciplinary optical microscope design for 
large field of view and high resolution imaging. 
Opt Express 13(17):6504–6518 

12. Li AA et al (2010) Micro-optical sectioning 
tomography to obtain a high-resolution atlas 
of the mouse brain. Science 330(6009): 
1404–1408 

13. Economon MN et al (2016) A platform for 
brain-wide imaging and reconstruction of indi-
vidual neurons. eLife 5:e10566 

14. Tsai PS et al (2015) Ultra-large field-of-view 
two-photon microscopy. Opt Express 23(11): 
13833–13847 

15. Luo W et al (2016) Pixel super-resolution 
using wavelength scanning. Light Sci Appl 5: 
e16060 

16. Zheng GA, Horstmeyer R, Yang CH (2013) 
Wide-field, high-resolution Fourier ptycho-
graphic microscopy. Nat Photonics 7(9): 
739–745 

17. Wing EA et al (2020) Cortical overlap and 
cortical-hippocampal interactions predict 
subsequent true and false memory. J Neurosci 
40(9):1920–1930 

18. Moscovitch M et al (2016) Episodic memory 
and beyond: the hippocampus and neocortex 
in transformation. Annu Rev Psychol 67:105– 
134 

19. Preston AR, Eichenbaum H (2013) Interplay 
of hippocampus and prefrontal cortex in mem-
ory. Curr Biol 23(17):R764–R773 

20. Saleem AB et al (2018) Coherent encoding of 
subjective spatial position in visual cortex and 
hippocampus. Nature 562(7725):124–127 

21. Wolbers T et al (2007) Differential recruitment 
of the hippocampus, medial prefrontal cortex, 
and the human motion complex during path 
integration in humans. J Neurosci 27(35): 
9408–9416 

22. Yu JY, Frank LM (2015) Hippocampal-cortical 
interaction in decision making. Neurobiol 
Learn Mem 117:34–41 

23. Xie H et al (2023) Multifocal fluorescence 
video-rate imaging of centimetre-wide arbi-
trarily shaped brain surfaces at micrometric res-
olution. Nat Biomed Eng 8:740–753. https:// 
doi.org/10.1038/s41551-023-01155-6 

24. Xie H et al (2022) Spinning Disk Multifocal 
Microscopy for dynamic arbitrarily shaped sur-
face imaging at centimetre scale and micro-
metre resolution. bioRxiv. https://doi.org/ 
10.1101/2022.02.22.481397 

25. Zhuang C et al (2021) Real-time brain-wide 
multi-planar microscopy for simultaneous cor-
tex and hippocampus imaging at the cellular 
resolution in mice. Biomed Opt Express 
12(4):1858–1868 

26. Hirano M et al (2022) A highly photostable 
and bright green fluorescent protein. Nat Bio-
technol 40(7):1132–1142 

27. Hoebe RA et al (2007) Controlled light-
exposure microscopy reduces photobleaching 
and phototoxicity in fluorescence live-cell 
imaging. Nat Biotechnol 25(2):249–253 

28. Huang XS et al (2018) Fast, long-term, super-
resolution imaging with Hessian structured 
illumination microscopy. Nat Biotechnol 
36(5):451–459 

29. Icha J et al (2017) Phototoxicity in live fluores-
cence microscopy, and how to avoid 
it. Bioessays 39(8). https://doi.org/10. 
1002/bies.201700003 

30. Laissue PP et al (2017) Assessing phototoxicity 
in live fluorescence imaging. Nat Methods 
14(7):657–661 

31. Skylaki S, Hilsenbeck O, Schroeder T (2016) 
Challenges in long-term imaging and quantifi-
cation of single-cell dynamics. Nat Biotechnol 
34(11):1137–1144 

32. Verweij FJ et al (2021) The power of imaging 
to understand extracellular vesicle biology 
in vivo. Nat Methods 18(9):1013–1026 

33. Casacio CA et al (2021) Quantum-enhanced 
nonlinear microscopy. Nature 594(7862): 
201–206 

34. Taylor MA, Bowen WP (2016) Quantum 
metrology and its application in biology. Phys 
Rep 615:1–59

https://doi.org/10.1038/s41551-023-01155-6
https://doi.org/10.1038/s41551-023-01155-6
https://doi.org/10.1101/2022.02.22.481397
https://doi.org/10.1101/2022.02.22.481397
https://doi.org/10.1002/bies.201700003
https://doi.org/10.1002/bies.201700003


72 Qionghai Dai et al.

35. Meiniel W, Olivo-Marin JC, Angelini ED 
(2018) Denoising of microscopy images: a 
review of the state-of-the-art, and a new 
sparsity-based method. IEEE Trans Image Pro-
cess 27(8):3842–3856 

36. Chen JJ et al (2021) Three-dimensional resid-
ual channel attention networks denoise and 
sharpen fluorescence microscopy image 
volumes. Nat Methods 18(6):678–687 

37. Weigert M et al (2018) Content-aware image 
restoration: pushing the limits of fluorescence 
microscopy. Nat Methods 15(12):1090–1097 

38. Li XY et al (2021) Reinforcing neuron extrac-
tion and spike inference in calcium imaging 
using deep self-supervised denoising. Nat 
Methods 18(11):1395–1400 

39. Lecoq J et al (2021) Removing independent 
noise in systems neuroscience data using Dee-
pInterpolation. Nat Methods 18(11): 
1401–1408 

40. Li XY et al (2021) Unsupervised content-
preserving transformation for optical micros-
copy. Light Sci Appl 10(1):44 

41. Li X et al (2021) Reinforcing neuron extraction 
and spike inference in calcium imaging using 
deep self-supervised denoising. Nat Methods 
18(11):1395–1400 

42. Chen T-W et al (2013) Ultrasensitive fluores-
cent proteins for imaging neuronal activity. 
Nature 499(7458):295–300 

43. Li X et al (2022) Real-time denoising enables 
high-sensitivity fluorescence time-lapse imag-
ing beyond the shot-noise limit. Nat Biotech-
nol 41:1–11 

44. Wu ZF et al (2022) A sensitive GRAB sensor 
for detecting extracellular ATP in vitro and 
in vivo. Neuron 110(5):770–782 

45. Helmchen F, Denk W (2005) Deep tissue 
two-photon microscopy. Nat Methods 2(12): 
932–940 

46. Waters J (2020) Sources of widefield fluores-
cence from the brain. eLife 9:e59841 

47. Lu J et al (2018) MIN1PIPE: a miniscope 
1-photon-based calcium imaging signal extrac-
tion pipeline. Cell Rep 23(12):3673–3684 

48. Friedrich J, Giovannucci A, Pnevmatikakis EA 
(2021) Online analysis of microendoscopic 
1-photon calcium imaging data streams. PLoS 
Comput Biol 17(1):e1008565 

49. Mukamel EA, Nimmerjahn A, Schnitzer MJ 
(2009) Automated analysis of cellular signals 
from large-scale calcium imaging data. Neuron 
63(6):747–760 

50. Inan H et al (2021) Fast and statistically robust 
cell extraction from large-scale neural calcium 
imaging datasets. bioRxiv. https://doi.org/10. 
1101/2021.03.24.436279 

51. Zhang Y et al (2023) Rapid detection of neu-
rons in widefield calcium imaging datasets after 
training with synthetic data. Nat Methods 20: 
747–754 

52. Mukati MU, Gunturk BK (2018) Light field 
super resolution through controlled micro-
shifts of light field sensor. Signal Process 
Image Commun 67:71–78 

53. Lu Z et al (2019) Phase-space deconvolution 
for light field microscopy. Opt Express 27(13): 
18131–18145 

54. Wu J et al (2022) An integrated imaging sensor 
for aberration-corrected 3D photography. 
Nature 612(7938):62–71 

55. Wu J et al (2021) Iterative tomography with 
digital adaptive optics permits hour-long intra-
vital observation of 3D subcellular dynamics at 
millisecond scale. Cell 184(12):3318–3332. 
e17

https://doi.org/10.1101/2021.03.24.436279
https://doi.org/10.1101/2021.03.24.436279


Part II 

Mesoscale Imaging Techniques



Chapter 4 

Mesoscale Calcium (Ca2+ ) Imaging in Freely Behaving Mice 

Suhasa Kodandaramaiah, Mathew L. Rynes, Daniel A. Surinach, 
Kapil Saxena, Zahra Navabi, Eunsong Ko, and Malachi Lehmann 

Abstract 

Mesoscale imaging of calcium dynamics has emerged as a powerful technique to study the coordination of 
activity of multiple cortical regions simultaneously during awake behavior. While much of the work in the 
field has focused on studying cortical dynamics during head-fixed preparations, we have recently developed 
the mini-mScope—a head mounted widefield imaging microscope capable of imaging large swathes of the 
dorsal cortex of freely behaving mice. In this chapter, we guide the reader with methodological details to 
build and use the mini-mScope for widefield Ca2+ imaging in freely behaving mice performing complex 
behaviors such as spatial navigation. 

Key words Wide-field calcium imaging, Spatial navigation, Naturalistic behaviors, Neuroscience, 
Fluorescence microscopy 

1 Introduction 

Cognition and behavior are mediated by neural activity at multiple 
spatial scales, and the underlying computations are distributed 
across the brain. Interactions between regions are known to be 
important for behaviors and cognitive processes. The advent of 
genetically encoded calcium and voltage indicators and transgenic 
approaches for broadly expressing these indicators in the brain in a 
cell-type specific fashion has enabled mesoscale imaging of multiple 
cortical regions simultaneously [1–3]. These studies have revealed 
how neural activity across multiple regions of the cortex are coor-
dinated in a variety of behaviors [4–6] such as cognitive and spatial 
navigation tasks [7–10]. Studying brief, stereotyped behaviors dur-
ing head fixation has revealed much about cortex-wide calcium 
dynamics during locomotion [11–14], motor learning [4, 5], sen-
sory discrimination [15], decision making [16, 17], and goal 
directed behavior [4]. Cortical dynamics are also altered in diseased 
states [18, 19]. 
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Head fixation, however, poses numerous constraints to behav-
ior. First, training animals to perform behavioral tasks, even when 
relatively simple, takes significant time when head-restrained 
[20]. To enable mesoscale imaging studies in freely behaving ani-
mals performing complex, ethologically relevant behaviors, we have 
recently developed a miniaturized imaging microscope, the mini-
mScope, which allows imaging calcium dynamics across most of the 
dorsal cortex of mice [21]. The mini-mScope weighs 3.8 g and has 
a field of view (FOV) of 8 mm × 10 mm, which can be imaged at 
resolution ranging between 39.3 μm at the center of the FOV and 
55.7 μm at the edge of the FOV (Fig. 1). 

In this chapter, we will describe the methodology and techni-
ques used for mesoscale calcium imaging in freely behaving mice, 
using the mini-mScope. We will first describe the construction and 
benchtop testing of the open-source mini-mScope system, fol-
lowed by descriptions of surgical preparations, behavioral acclima-
tization, and the procedures for imaging mesoscale calcium activity 
in vivo. When followed, this procedure allows us to image across 
the cortex in transgenic animals broadly expressing calcium indica-
tors in the cortex. 

2 Materials 

2.1 The Mini-

mScope and See-

Shells 

The mini-mScope is a miniaturized imaging device developed by 
our group to be an open-source device. While there are no com-
mercially available devices, we have made all the computer-aided 
design (CAD) files available in Rynes et al. [21]. The mini-mScope 
system can be built using commonly available laboratory tools and 
electronic testing equipment. Below, we will first describe the mini-
mScope hardware followed by instructions for constructing the 
device. These sections have been adapted from our original pub-
lications [21, 22]. 

The mini-mScope is designed to dock onto transparent poly-
mer skulls that are chronically implanted in mice [22]. The trans-
parent polymer skull (See-Shell) was developed to enable optical 
access to most of the dorsal cortex of mice (~45 mm2 ) by mimick-
ing the morphology of the skull surface it replaces [22]. For mini-
mScope imaging, the See-Shell incorporates a planer top surface 
and three tabs with attachment points in the three-dimensional 
(3D)-printed implant with the titanium head-plate eliminated. 
Two lateral tabs have two circular slots, where two circular magnets 
(B07C8ZZ2K9; Amazon) are affixed; the device bottom surface or 
a protective cap have two corresponding magnetic slots, allowing 
for easy attachment to the implant. A posterior tab is screwed to the 
short sleeve around the mini-mScope base using 18-8 flat head 
screws (catalog no. 96817A704; McMaster-Carr). This further 
secures the device position once inserted on the implant. The



overall interlocking mechanisms of the mini-mScope allow for an 
easy and quick attachment in less than 5 s to an awake mouse. 

Mesoscale Calcium (Ca2+) Imaging in Freely Behaving Mice 77

Fig. 1 The mini-mScope: a miniaturized head-mounted microscope for whole-cortex calcium imaging in freely 
behaving mice. (a) Left: A photograph of a fully assembled mini-mScope and the See-Shell that attaches to the 
device via interlocking magnets. Right: A cross-sectional view of the mini-mScope from a CAD model. 
Excitation light sources provide illumination to the cortex for calcium imaging. The green light-emitting 
diode (LED) on the posterior of the device is used for reflectance imaging for hemodynamic correction. The 
emitted light from the fluorophores is focused through a collector lens and filtered through an emission filter 
onto a CMOS sensor that is manually focused by moving the top housing vertically with respect to the bottom 
housing. (b) A still image of a mouse bearing the mini-mScope. (c) Left: Mouse pose tracking data from a trial 
completed during a spatial navigation task in the Barnes Maze. Numbers denote corresponding DF/F calcium 
spatial map time points shown in the right image. Right: A DF/F spatial map of the calcium data for all pixels 
across the field of view separated into left and right cortical hemispheres. The DF/F 2D spatial maps are 
shown below at various time points marked by the numbers on the pose plot on the left image 

The mini-mScope comprises two custom-milled Delrin hous-
ings that interlock (see Fig. 2). The bottom housing features illu-
mination assemblies containing blue LEDs (LUXEON Rebel 
Color Blue, 470 nm; Digi-Key), along with excitation filters 
(450–490nm, 3 × 3 × 1  mm3 , ET 470/40×; Chroma). For
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Fig. 2 Step-by-step instruction of the mini-mScope assembly: (a) Left: A photograph of a heat sink tape and 
the back of the LED secured with a tape on a prototyping board. Right: An image of a soldered LED with the 
heatsink. (b) Left: An illumination module sub-housing along with the soldered LED for the illumination module 
assembly. Right: The installation of LED in the illumination module sub-housing using a cyanoacrylate glue. (c) 
The installation of the excitation filter in the bottom side of the illumination module. (d) Left: An image of three 
illumination sub-housings inserted in the corresponding arms within the mini-mScope bottom housing. Right: 
Series wiring to connect each sub-housing. (e) A photograph of a collector lens embedded in the lens chute in 
the bottom housing’s central shaft. (f) The insertion of the custom-diced emission filter on the top of the 
central shaft. (g) The insertion of a green LED to the circular slot on the remaining arm in the bottom housing. 
(h) The installation of the CMOS sensor and the top housing using 18-8 flat head screws. (i) Two disk magnets 
are glued to the slots on the bottom housing with the aligned magnet orientation



reflectance imaging, a green LED (LUXEON Rebel Color Green, 
530 nm; Digi-Key) is installed in the circular shaft at the back of the 
bottom housing. The central shaft of the bottom housing aligns 
with the emission light paths and includes a biconvex lens and an 
excitation filter. The top housing facilitates a focusing adjustment 
by moving along the central shaft of the bottom housing. Once the 
optimal focal plane is found, the position is fixed with a 0–80 
adjustment screw (catalog no. 91735A262; McMaster-Carr). 
Then, a complementary metal oxide semiconductor (CMOS) sen-
sor (Miniscope CMOS v3 PCB; LabMaker) is attached to the top 
housing using the 18-8 flat head screws (see Note 1). The LED 
power wires are threaded through a circular hole in the top housing 
and then connected to a commutator (Carousel Commutator 1× 
DHST 2× LED; Plexon) for load reduction.
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2.2 Transgenic 

Animals with Broad 

Expression of Calcium 

Indicators in the 

Cortex 

Studies done in our group have used Thy1-GCaMP6f mice [23] 
(#024339, Jackson Laboratories), that broadly express GCamP6 
calcium indicator in excitatory neurons in layers 2–3, 4 and 5 of the 
cortex. We have also used transgenic Emx-CaMKII-Ai85 expres-
sing iGluSnFR in glutamatergic cortical neurons to visualize meso-
scale glutamate neurotransmission [24]. Additionally, red shifted 
indicators such as jRGECO and its variants may be used [25]. See 
Note 4. 

3 Methods 

3.1 Mini-mScope 

Assembly 

3.1.1 Pre-fabrication of 

Custom Parts of the Mini-

mScope Assembly 

Prior to constructing the mini-mScope, custom parts need to be 
prefabricated, which form the top and bottom housings of the 
scope and the illumination module sub-housings that host the 
illumination LEDs and excitation filters. CAD files for all the 
components can be accessed in Rynes et al. [21]. The top and 
bottom housings are fabricated out of Delrin using CAD files 
“meso4.22_top_delrin.SLDPRT” and “meso4.27_bottom_delrin. 
SLDPRT,” respectively. We currently outsource the top and bottom 
housing manufacturing that uses a 3-axis computer numerical con-
trol (CNC) mill. Then, the illumination module sub-housings, the 
frames of the See-Shell implants, and the protective cap were 
3D-printed using black poly(methyl methacrylate) (PMMA) resin 
(catalog no. RS-F2-GPBK-04; Formlabs) through a desktop 
stereolithography (SLA) printer (Form 2: Formlabs). The follow-
ing CAD files are used: “filter_cube_ver5.STL,” “082019_mesosco-
pe_frame.STL,” and “10–15-19_frame_cap.STL.” Once the prints 
come out, they are cured under ultraviolet (UV) light. 

3.1.2 Illumination 

Module Assembly 

Each illumination module includes a blue LED, the 3D-printed 
illumination sub-housing, and a custom-diced emission filter 
(450–490 nm, 3 × 3 × 1  mm3 , ET 470/40×; Chroma). First, a



mixture of solder paste and flux was applied to the LED heatsink 
pad. Then, a copper plate (~ 80 mm) (B071JKLFXX, Amazon) was 
folded 4–5 times and soldered on the LED heatsink with a heat gun 
at 400 °F (HG5520-US, Amazon). To mount the LED on the 
illumination sub-housing, a cyanoacrylate glue (1818A5, McMas-
ter) was applied to the distal end of the LED. During this process, 
the LED bulb should remain intact from the glue. Similarly, a few 
drops of (UV)-curable optical glue (AA352 Light Cure Adhesive; 
LOCTITE) was applied to the distal end of the illumination 
sub-housing, where the excitation filter is inserted in the correct 
orientation as the blue light traverses in one direction. The light 
direction is typically indicated by the marking along the edge of the 
filter from the manufacturer. In a consistent manner, care was taken 
to ensure the glue did not contaminate any filter surface. This 
process needed to be repeated for all illumination modules. 
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3.1.3 Mini-mScope 

Bottom Housing Assembly 

Each housing is fitted into the corresponding illumination arm 
within the bottom housing. Once it was installed, the blue LEDs 
were serially connected with 19 mm long wires (9510T2, 
low-voltage high-temperature wire with FEP insulation 29 wire 
gauge; McMaster-Carr). Likewise, two black (negative) and two 
red (positive) wires were soldered to the corresponding LED pad 
and the passive slip ring commutator (Carousel Commutator 1× 
DHST 2× LED; Plexon). During soldering, the device was 
inspected for any shorts of wires and LED functionality by using a 
multimeter open-loop test. Then, black epoxy (RS-F2-GPBK-04, 
Formlabs) was layered on the top of LED power pads to enhance 
the soldered wires as well as light shielding. This procedure is 
repeated for all the blue LEDs. 

To mount the collector lens (47-721, Edmund Optics), a few 
drops of UV curable optical glue were applied to its cylindrical face, 
and then the lens was mounted into the lens chute in the central 
shaft of the bottom housing. Using the same glue, the custom-cut 
emission filter (ET525/50 m, Chroma) was attached to the square 
emission filter slot within the central shaft. Then, a green LED was 
glued to the circular slot on the remaining arm of the bottom 
housing with a few drops of super glue. As done previously for 
the blue LEDs, any shorts of wires and LED functionality were 
checked during soldering, and then the black epoxy was applied to 
reinforce the soldered wires. Finally, two circular neodymium mag-
nets (B07C8ZZ2K9; Amazon) were attached to the bottom sur-
face of the bottom housing using a cyanoacrylate glue. This 
completes the assembly of the bottom housing of the mini-
mScope.
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3.1.4 Mini-mScope 

Device Assembly 

The CMOS sensor was tightened to the top surface of the top 
housing using 18-8 flat head screws. Then, the device assembly 
was completed by moving the top housing along the central shaft of 
the bottom housing and fastening it with a 0–80 set screw. To 
adjust focusing during operation, the set screw can be loosened to 
allow the top housing to slide along the central shaft. Lastly, the 
LED power wires in the wire enclosure of the top housing are fixed 
in place by applying a little epoxy. 

While we used the UCLA Miniscope V3 CMOS sensor in the 
first version of the mini-mScope device, the subsequent versions of 
the mini-mScope [26] used the higher sensitivity Mini-FAST sen-
sor developed by the Kemere group [27]. While the mini-FAST 
sensor adds an additional weight of 0.8 g to the device, we have 
found no significant effects on behavior of the mice during a spatial 
navigation task [26] compared to control mice, where they exhibit 
traditional behaviors commonly scored during the task. 

3.1.5 Mini-mScope 

Electronic Circuitry and 

Wiring 

The circuit used to connect the internal mini-mScope components 
with an external microcontroller (Teensy 3.5, PJRC), behavioral 
camera, and desktop computer is shown in Fig. 3. The objective of 
this circuit is to synchronize all components, both internal and 
external, with the image-acquisition unit of mini-mScope, the opti-
cal CMOS sensor collecting fluorescence data from the dorsal 
surface of the cortex. The pulsation of blue and green LEDs, 
behavioral camera frame-capture, and CMOS sensor frame-capture 
are controlled from the internal clock of the CMOS sensor data 
acquisition board (DAQ) (Miniscope DAQ PCB, Labmaker.org). 
The internal clock of the CMOS DAQ is therefore oriented as the 
“command clock,” while all other components, including the 
Teensy 3.6 microcontroller, blue and green LEDs, and behavioral 
camera, are “subservient” to this clock. 

To implement this control scheme, the microcontroller first 
sends a single trigger to initiate the CMOS DAQ clock and waits 
for instruction thereafter. The DAQ begins collecting frame-data 
from the CMOS sensor, and with each captured frame, delivers a 
3.3V transistor-transistor logic (TTL) to the microcontroller. This 
initiates the microcontroller to deliver a 3.3V TTL pulse to power 
one of two metal oxide field effect transistor relays (power mosFET, 
IRL520, Digikey Inc.), connected to respective blue and green 
LEDs. For odd frames, the TTL is sent to the blue LED mosFET 
relay and powered for 20 ms, and for the even frames it is sent to the 
green LED mosFET relay and powered for 4 ms. Simultaneously, 
the same frame-by-frame TTL is delivered to a desktop computer 
and a mounted behavioral camera configured to write frames as the 
TTL is received. In this manner, CMOS frames containing fluores-
cence data, blue and green LED pulsation, and behavioral frames 
containing video feed of the experiment are synchronized by frame.

http://labmaker.org
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Fig. 3 mini-mScope illumination design and wiring. (a) Schematic of wiring used to synchronize both the 
internal and external components of a mini-mScope recording setup. The internal components (a blue LED 
array, a green LED, and a CMOS sensor) illuminate and record from the dorsal cortex, while the external 
component (a behavioral camera) records free behavior of a mouse. For every frame captured by the CMOS 
sensor, the CMOS data acquisition (DAQ) board sends a transistor-transistor-logic (TTL) pulse to a microcon-
troller, which commands power switches for three blue LEDs and one green LED. The TTL pulse is also 
delivered to the behavior camera to write frames synchronously with the CMOS camera. (b) Schematic of 
custom PCB to incorporate the wiring as shown in (a). (c) Representation of the synchronization of components 
in the mini-mScope array. The TTL pulses from the CMOS DAQ ensure that the blue LED array is switched on 
during only even frames, while the green LED is switched on during only odd frames. The TTL pulses also 
ensure synchronous even and odd frame capture from a behavioral camera 

To wire the CMOS sensor to the CMOS DAQ for data transfer, 
a single coax cable (50 Ω coaxial silicone rubber-jacketed cable; 
Cooner Wire) is used. Then, the blue and green LEDs are powered 
through the 29-gauge wires that run from PCB ground and power 
slots to their respective LEDs. It is advisable to route both the 
power wires and the coax cable through a commutator (Carousel 
Commutator 1× DHST 2× LED; Plexon) to relieve strain on the 
system. Similar low-impedance solid-core wires should be used to



connect the trigger and TTL communication lines from the CMOS 
DAQ to the PCB and the TTL ports of the behavioral camera 
directly. Finally, the microcontroller and behavioral cameras are 
connected to the desktop computer via a micro-USB and USB 
3.0 cable respectively. 
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The overall schematic of the circuit is used to synchronize the 
data acquisition in the CMOS sensor, with data acquisition from 
the behavior camera, and the alternate pulsing of the blue and 
green LEDs is shown in Fig. 3. The Miniscope DAQ sends an 
external trigger to a microcontroller (Teensy 3.5, PJRC) for every 
frame captured. At each odd frame captured, the microcontroller 
sends a 3.3V transistor-transistor logic (TTL) pulse to the power 
metal oxide field effect transistor (power mosFET, IRL520, Digi-
key Inc.) relay to power the three blue LEDs connected in series. 
Similarly, a second TTL pulse lasting 4 ms is sent to a mosFET relay 
to power the green LED. A single coax cable (50 Ω coaxial silicone 
rubber-jacketed cable; Cooner Wire) is used to connect the CMOS 
sensor to the main data acquisition board (Miniscope DAQ PCB, 
Labmaker.org) and the blue LEDs and the green LED are 
connected to their respective mosFET relays using the 29-guage 
wires. The wires powering the LEDs and the coax cable are routed 
through a commutator (Carousel Commutator 1× DHST 2× LED; 
Plexon) for strain relief. 

3.2 See-Shell 

Implant Assembly 

The mini-mScope attaches to the See-Shell implant, which is 
chronically implanted on the mouse (see Note 2). The assembly 
instructions for the See-Shell implants have been described exten-
sively in our previous work [21, 22]. Briefly, once the 3D-printed 
See-Shell frames are cured, a polyethylene terephthalate film (Meli-
nex 462, 50-μm-thick; Dupont) was bonded to the curved surface 
of the frame by applying a small amount of epoxy (ScotchWeld 
DP100 Plus Clear; 3M). Then, two disk magnets were adhered to 
its slots on the implant and protective cap with a few drops of 
cyanoacrylate glue. During this step, the magnet orientation must 
be aligned with the opposing magnetic polarity of the magnets on 
the mini-mScope bottom surface. Then, a 0–80 nut was screwed 
into the hole in the posterior tab of the implant. This nut is used to 
fasten a stabilizing screw to prevent motion artifacts when the mini-
mScope is docked to the implant during experiments (see Note 3). 

3.2.1 Benchtop Testing 

of the Mini-Scope Optics 

To prepare for in vivo imaging experiments with the mini-mScope, 
the device needs to be tested in the benchtop to ensure optimal 
performance. To avoid scratching the surfaces, we carefully inserted 
the optical components into the mini-mScope bottom housing and 
LED filter cubes using rubber-tipped forceps. 

The excitation and emission filters were pointed towards the 
field of view, as was the curved end of the lens. To test the resolu-
tion of the device, we attached a USAF 1951 test target strip to the

http://labmaker.org


bottom of a fully assembled See-Shell implant and placed the mini-
mScope on top of a dimmable microscope LED ring 
(B0BQBKVZG9, Amazon). Adjusting the height of the top hous-
ing containing the CMOS sensor relative to the bottom housing 
fixed on top of the LED ring allowed us to test the device’s focus. 
We then connected the CMOS sensor and launched the Miniscope 
software, adjusting the LED intensity until we saw an image with 
no saturation spots in the live view. Finally, we checked the full 
range of focus possible to ensure that we could see the resolution 
test target’s smallest feature, which corresponded to a resolution of 
approximately 35 μm. 
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Fig. 4 Resolution and LED dynamics characterization: (a) Long-term LED stability during a controlled test with 
a fluorescein dye agar phantom with excitation and emission bands similar to GCaMP6f. Blue excitation and 
green reflectance LEDs were pulsed as described in Fig. 3 and emitted signals were collected onto the mini-
mScope CMOS sensor. Top: Average frame intensity captured from blue excitation light illumination. The 
dashed line at approximately 120 s indicates stability in LED intensity dynamics as they heat up during the 
initial experiment duration. Bottom: Average frame intensity captured from green reflectance illumination. The 
dashed line at approximately 120 s indicates stability in LED intensity dynamics as they heat up during the 
initial experiment duration. (b) Left: 1951 USAF resolution test target overlaid onto the mini-mScope FOV. 
Right: Corresponding resolution values obtained within each grid in the left image. (c) Left: Fluorescein dye 
agar phantom illumination profile using the blue excitation LEDs and captured onto the mini-mScope CMOS 
sensor. The colored lines indicate illumination intensity profiles obtained along the mediolateral sections of the 
FOV. Right: Corresponding normalized illumination profiles obtained from the mediolateral sections of the left 
image 

Once the optics are assembled, the excitation and reflectance 
LEDs can be tested. The array of three blue LEDs need to deliver a 
cumulative ~31mW of instantaneous power to the brain (Fig. 4). 
The green LED delivers ~0.22mWof instantaneous power. Plug in 
the microcontroller and upload the “LED pulse test.ino” Arduino 
script. This script alternately pulses the LEDs without



synchronization to the Miniscope CMOS sensor. Switch on the 
power supplies for the blue and green LEDs and set the blue 
LED supply to 7 V 0.8 A and the green LED supply to 5 V 0.1 
A. Visually confirm that the LEDs are pulsing. 
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Once validated, the mini-mScope hardware and LED control 
software interface can be tested with the Miniscope DAQ software 
(see Github repository for software files). The testing phase encom-
passed several checks: (1) The LED control hardware triggers the 
Miniscope DAQ successfully to start and stop video recordings. 
(2) The DAQ sends TTL triggers when each frame is captured on 
the CMOS sensor. (3) The DAQ TTL pulses are registered via 
hardware interrupts on the LED control hardware. (4) The LEDs 
turn on/off while synchronized to the DAQ TTL pulses. To test 
these, upload the “mini-mScope master LED.ino” Arduino script. 
This will interface with the CMOS sensor DAQ and LEDs. Upload 
the software and open the Serial Monitor; there should be a user-
input prompt waiting for a keyboard interrupt. In a separate win-
dow, open the Miniscope software and connect the CMOS sensor. 
Select a desired frame rate and tick the “trigger ext” feature, which 
allows the Miniscope DAQ to enter a video start/stop trigger 
mode. Ensure the blue and green LED power supplies are switched 
on. Navigate back to the Arduino Serial Monitor window and type 
“y” followed by enter. This will trigger the microcontroller to send 
a pulse to start video recordings for the CMOS. When a frame is 
captured and registered through the DAQ, it will send a TTL pulse 
back to the microcontroller that will be ready in a hardware inter-
rupt mode. When the signal is received, the microcontroller will 
pulse either the blue or green LED depending on the incoming 
frame number. 

3.3 Animal 

Preparation 

Ensure all animal procedures are performed in accordance with 
approved protocols by the institutional animal care and use com-
mittee. Ensure proper aseptic procedure is followed during the 
surgery. All mini-mScope experiments in our group were con-
ducted in adult Thy1-GCaMP6f [23] or Emx-CaMKII-Ai85 mice 
[24] with ages ranging between 8 and 30 weeks. These mice 
typically weigh 30–45 g and are housed in cages maintained at 
14 h light/10 h dark cycle at 20–23 °C and 30–70% relative humid-
ity with ad libitum access to food and water. 

The implantation procedure was adapted for standard proto-
cols for implanting glass coverslip cranial windows [28]. Prior to 
implant surgery, 2 mg/kg of sustained-release buprenorphine was 
preemptively administered (Buprenorphine SR-Lab; ZooPharm) 
and 2 mg/kg of meloxicam for analgesia and inflammation preven-
tion was administered. Mice were introduced into an anesthesia 
induction chamber containing 1–5% isoflurane in pure oxygen, and 
once the animals were anesthetized with no response to toe-pinch 
stimulus, the animal was prepared for a craniotomy. The scalp was



shaved over the dorsal cortex area and sterilized using standard 
aseptic techniques. Sterile eye ointment (Puralube; Dechra Veteri-
nary Products) was applied to prevent the eyes from drying during 
the procedure. 
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Following surgical preparations, mice were immediately trans-
ferred to a stereotax (e.g., Model 900LS; Kopf). The scalp was 
excised using surgical scissors and the fascia was removed using a 
0.5 mm microcurette (catalog no. 10080-05; Fine Science Tools). 
The See-Shell implant was sterilized with a blank 3D-printed See--
Shell frame by soaking in 70% ethanol for 2min, followed by 
thorough rinsing with sterile saline (see Note 2). The blank 
See-Shell frame was placed on the dorsal skull so most of the edge 
of the frame sits flush on the exposed skull. The See-Shell is 
designed to cover an area spanning 2 mm anterior and 6 mm 
posterior to bregma and should be placed symmetrically about 
the midline. A surgical marker (SKM-0005, AD Surgical) was 
used to mark the inside perimeter of the See-Shell frame. A crani-
otomy was drilled slightly outside the See-Shell frame outline using 
a high-speed pneumatic dental drill. As this is a challenging proce-
dure, we have also used an automated craniotomy system to per-
form this step in many of the experiments conducted in our group 
[29, 30]. Fine forceps were used to gently remove the bone island 
in the craniotomy. The open craniotomy was covered with a sterile 
gauze pad soaked in sterile saline immediately after bone removal to 
keep the brain hydrated. Since the skull is vascularized, removal of 
the bone may cause bleeding. The mouse was left and observed in 
this state for 5–10 min to allow for the bleeding from the skull to 
stop. Heart rate and breathing rate of the mouse were continuously 
monitored to ensure the anesthetic plane is maintained throughout 
the procedure. 

The gauze pad placed on the brain was removed, and sterilized 
cotton tip applicators were used to clean up remaining blood and 
skull tissue (catalog no. 823-WC, Puritan). The See-Shell implant 
was placed gently on the skull so that the frame corresponded to the 
craniotomy. Cotton tipped applicators were used again to dry the 
area surrounding the implant frame. A few drops of surgical grade 
cyanoacrylate glue (Vetbond, 3 M) were applied around the edge of 
the See-Shell to bond the implant to the skull surface. After the 
glue set, opaque dental cement (Metabond, Parkell) was applied to 
cement the implant to the skull. Once the cement was fully cured 
(~10 min), the protective cap was attached onto the implant, and 
the mouse was removed from the sterotax and placed onto a heated 
recovery pad (catalog # 72-0492, Harvard Apparatus). Care was 
taken to ensure the animal was fully ambulatory before transferring 
it to a clean cage for recovery. Post-operative analgesia and anti-
inflammatory drugs were administered for up to 72 h after the 
procedure to ensure proper recovery from the surgery. In our 
experience, the implanted windows become clear 4–5 days after



implantation, and can remain clear over a year if the surgical proce-
dure is carefully executed [22]. 
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Fig. 5 Mesoscale imaging through an intact skull using the mini-mScope. (a) A CAD schematic illustrating the 
See-Shell for imaging through a craniotomy. (b) Image of mouse brain through fully transparent See-Shell 
implant. (c) A CAD schematic illustrating the modifications to the mini-mScope See-Shell for intact skull 
calcium imaging. Scale bar, 4 mm. (d) Cortex of a mouse through the intact skull imaged during the sensory 
evoked stimuli experiments. Scale bar, 2 mm. (Adapted from Rynes et al. [21]) 

Alternatively, an intact skull preparation can be used. To do 
this, a See-Shell implant frame can be fixed directly onto the skull to 
create a chamber. The chamber should then be filled with a thin 
layer of clear dental cement to cover the skull and create a refractive 
index-matched surface by capping it with PET film cut to the 
profile of the outer perimeter of the frame. A CAD schematic 
demonstrating the modification to the See-Shell implant required 
to complete this procedure is shown in Fig. 5a, and a photograph of 
the resulting through skull imaging is shown in Fig. 5b. 

3.4 Behavioral 

Acclimatization 

In all our experiments, animals were allowed to fully recover from 
the surgery for up to 7 days prior to behavior experiments. Before 
starting the actual experiment, the mice were first handled by the 
experimenter in their home cage. Handling the animals for



3–5 days before the start of the experiment decreases their anxiety 
as they get used to the touch of the experimenter. On the first day, 
mice are picked up a few times (3–5 times), held briefly for a few 
seconds and released into their home cage. On the second day, mice 
are picked up and allowed to explore both arms of the experimenter 
for 20–30 s with gentle nudges provided as needed to correct the 
course of exploration. This process is repeated for 3–5 days until the 
animal voluntarily comes closer to the experimenter’s hand when 
the hand is placed in the animal’s cage. 
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Once the mice are fully acclimatized to the experiments, the 
animals are acclimatized to the process of mounting and unmount-
ing the mini-mScope. We 3D-printed mini-mScope dummy bodies 
and filled these devices with silicone glue to match their weight to 
the functional mini-mScope. Animals were picked up, placed on the 
arm of the experimenter and the dummy mini-mScopes were 
mounted on the implanted See-Shells. The animals were released 
to their home cage and allowed to explore for 10 min after which 
they were picked up and the dummy device was then unmounted. 
This process was repeated for 2–3 days. 

Once fully acclimatized to the weight and the processes of the 
mounting and unmounting the mini-mScope, mice can perform a 
range of behaviors and show comparable locomotion characteristics 
compared to untethered mice in the same arena. In our original 
study, we performed comparisons of the average speed, total dis-
tance traveled and max speed of mice bearing the mini-mScope to 
untethered mice. We found no significant differences in any of the 
metrics (Fig. 6a–d). In a second study, we have also demonstrated 
that mini-mScope bearing mice can navigate the Barnes maze, a 
complex 2D spatial navigation task where mice learn the location of 
an escape in the edge of the maze (Fig. 7e, f). The Barnes maze is a 
circular arena with holes in the perimeter; mice are presented with 
mildly aversive stimuli, typically light and sound, to encourage 
them to find which hole contains the goal, which contains cover 
from the aversive stimuli. Mice bearing the mini-mScope were able 
to learn to navigate to the goal via the utilization of a progression of 
search strategies which can be called random, serial, and spatial. 

3.5 In Vivo Mini-

mScope Imaging 

One day prior to imaging during freely behaving experiments mice 
were lightly anesthetized (0.5–1% isoflurane in pure oxygen) and 
fixed it in a stereotactic apparatus. The mini-mScope was mounted 
on the anesthetized mouse, and the green LED was used to illumi-
nate the surface for focusing. This was done by adjusting the top 
housing along the central shaft of the bottom housing until the area 
around the superior sagittal sinus was in focus. Figure 5b, shows an 
example image acquired from a Thy1-GCaMp6f mouse. As the 
mini-mScope images a curved surface using a single collector lens, 
it is not possible to have the entire FOV in focus at any time. At the 
best focus, the image resolution is ~40 μm, while at the edges of the
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Fig. 6 Mouse behavior performance bearing mini-mScope. (a) Trace of mouse position in a 5-minute trial 
while implanted with a See-Shell window and fitted with the mini-mScope. (b) Plot of mean speed ± SD of 
mice with a See-Shell implanted, mice with both the See-Shell and head-mounted mini-mScope, and 
non-surgerized control mice (n = 5 mice per group, 5 trials per mouse). (c) Plot of total distance ± SD 
traveled by mice with a See-Shell implanted, mice with both the See-Shell and head-mounted mini-mScope, 
and non-surgerized control mice (n = 5 mice per group, 5 trials per mouse). (d) Plot of maximum speed ± SD 
of mice with a See-Shell implanted, mice with both the See-Shell and head-mounted mini-mScope, and 
non-surgerized control mice (n = 5 mice per group, 5 trials per mouse). (e) Traces obtained from tracking data 
of mice which utilized random, serial, and spatial search methods in the Barnes maze fitted with the mini-
mScope. (f) A bar plot showing the mean primary latency, or time to first goal hole discovery, across days as 
mice learned to navigate the Barnes maze fitted with the mini-mScope. * indicates p < 0.05, Wilcoxon rank 
sum test. (g) A bar plot showing the mean number of primary errors, or the number of times the mouse 
checked an incorrect hole before reaching the goal. * indicates p < 0.05. (f) A bar plot depicting the 
percentage of search strategies utilized across trial days in the Barnes maze task
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Fig. 7 Calcium imaging data analysis. (a) A behavioral experiment using a mouse bearing a mini-mScope 
during a water lick port task. The mouse crosses from a safe zone into a water reward zone to collect a water 
reward while the mini-mScope records calcium dynamics. (b) Example montage of DF/F pseudo-color spatial 
maps during a water lick task from -2  s  to  2  s.  t = 0 denotes when the mouse reaches the lick port. (c) 
Average DF/F maps taken at various anatomical cortical ROIs. Averages were computed across all water lick 
port events across all trials for one mouse shown here. (d) Top: A different experimental paradigm showing a 
social behavior experiment. Two mice of the same sex are introduced and allowed to socially interact while 
the mini-mScope records dynamics from one of the mice. Scale bar is 5 cm. Bottom: The pose tracking data 
for each mouse is computed and plotted for one trial. Segments of darker colors indicate positions of the mice 
when they are within 5 cm of each other. Scale bar is 10 cm. (e) Representative seed pixel correlation maps 
for the social behavior experiment generated from manually scored behavioral data that segmented trials into 
periods of social contact and no social contact. Seed pixel maps were calculated for seed pixels within 
anatomically defined cortical ROIs. Scale bar 2 mm. (f) Average inter-seed correlations associated with the 
seeds in (e) but across trials and mice (n = 6 trials, n = 6 mice). The error bars denote the mean +- S.D



FOV, the image resolution is ~60 μm. Once the top surface of the 
brain was in focus, the imaging plane was moved slightly 
(~50–200 μm) below the dorsal surface of the brain to minimize 
blood vessel artifacts, and then the focusing adjustment screw was 
tightened. This was performed for each mouse as the plane of focus 
slightly differed. Once the FOV was focused, imaging was per-
formed by alternately pulsing the three blue LEDs and the green 
LED. Power was adjusted to the set of LEDs so that at ideal 
imaging conditions, mean pixel intensity values across the FOV 
were ~180/255 for the blue LED image and ~100/255 for the 
green LED image while ensuring that there were no saturated 
regions of the FOV in either imaging wavelength. A protective 
cap was applied to the top of the implant to protect the brain and 
implant from damage and to cover the PET film.
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On days when imaging, the protective cap was removed, and 
the surface of the PET was examined for debris. If the imaging FOV 
was found to be occluded, PBS or DI water was used to flush the 
surface of the implant and dried. The mini-mScope was then 
mounted to the implant. Before imaging, the LEDs were pulsed 
for up to 2 min prior to the experiment to ensure they are 
completely warmed up and the output illumination reaches an 
equilibrium (Fig. 4). mini-mScope imaging can be carried out for 
a tested limit of 1 h generating ~1 Gb of data per minute of data 
acquisition with the Miniscope V3 sensor and ~3 Gb of data per 
minute for the miniFAST sensor. We performed longitudinal 
behavioral experiments for up to 30 min and validated the mini-
mScope did not have significant effects on locomotion compared to 
shorter experiment durations. Longer imaging sessions will likely 
require additional handling and training of the mice to acclimate 
them steadily to increasing loading over time. 

3.6 Data Analysis All custom scripts used for preprocessing and analysis of the data are 
available at the following code repository: https://github.com/ 
bsbrl/mini-mScope. Much of the preprocessing of the data and the 
subsequent analyses are similar to pipelines developed for analyses 
of mesoscale data in head-fixed animals. In addition, we have 
created additional scripts made to account for the mini-mScope 
hardware and recording conditions unique to freely behaving 
animals. 

3.6.1 Preprocessing Analysis of mesoscale calcium imaging data acquired with the mini-
mScope progresses in two stages. First, the data is run through a 
preprocessing stage where the data goes to a series of steps to 
prepare for further analysis. First, the data is acquired in two 
separate illumination conditions—at the excitation wavelength of 
the fluorophore and while illuminated at the isosbestic wavelength 
or at a wavelength used to capture reflectance images. Corrections 
need to account for fluctuations in illumination intensity as well as

https://github.com/bsbrl/mini-mScope
https://github.com/bsbrl/mini-mScope


motion artifacts during the freely moving nature of the recordings. 
This is followed by correcting for hemodynamic artifacts. 
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The data from the mini-mScope CMOS sensor is captured in 
AVI format (RGB, 480 × 752 image size when using the Miniscope 
V3 sensor, 1800 × 1040 image when using the mini-Fast sensor). 
Frames are acquired under blue and green light illumination con-
ditions. A custom script in MATLAB (see Github repository) can 
be used to convert the videos for RGB to grayscale, excluding the 
2-minute period at the start of acquisition when the LEDs are 
warming up and segmenting the videos into the blue and green 
channel videos. 

The green channel and blue channel videos are then motion 
corrected for lateral artifacts using rigid motion correction 
[31]. The parameters used for the Moco plugin were w = 40 and 
downsample value = 0.5. Log files of pixels are generated, and a 
corrected output video is generated for further analysis. 

To remove both the heartbeat oscillation and incorporate the 
Nyquist frequency for calcium indicators’ rate-limiting frequency, a 
zero-phase Chebyshev bandpass filter is applied, with a low-pass 
cutoff of 0.1 Hz to remove any slow dynamic changes that likely are 
not calcium-dependent, and a high-pass cutoff of 5–7 Hz depend-
ing on the imaging acquisition frame rate [32, 33]. These filters will 
remove sources of noise that aren’t physiological. The calcium 
imaging data can then be passed to a correction algorithm that 
removes global calcium transients and excitation illumination fluc-
tuations [34]. The correction algorithm removes intensity changes 
that arise from fluctuations in intensity of LED illumination. These 
fluctuations can be caused by heating of the LEDs during usage. 
Finally, to increase contrast and reduce the contribution of the 
imaging sensor’s photon noise, a spatial smoothening filter is 
applied to the calcium imaging data [21, 26, 34, 35]. 

The last important step in the preprocessing stage of the data 
analysis is the correction for hemodynamic artifacts. Increases of 
neuronal activity are paired with and contaminated by hemodynam-
ics, which is the neurovascular coupling and increased blood flow 
that occurs with neural activity [36]. The excitation and emission 
wavelengths of GCaMP are found in the same spectra as that of 
oxygenated and deoxygenated hemoglobin. As a result, changes in 
blood oxygenation influence the scattering of excitation and emis-
sion light, thus changing the raw pixel fluorescence that is captured 
during imaging [4, 37]. There are several methods available to 
correct for neurovascular coupling. A commonly employed method 
is to utilize dual wavelength imaging to capture hemodynamic 
changes during recording. Regression-based correction, usually 
by subtraction or division, is then implemented to the raw fluores-
cence data to remove the influence of the neurovascular coupling. A 
common wavelength of light used to measure hemodynamics



without impeding GCaMP signals can be found in the green spec-
trum (~540 nm) [12], which measures reflectance of the surface 
tissue and broad changes in blood flow. 
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In the mini-mScope the green LED illuminates the dorsal 
cortical surface at a peak excitation wavelength of ~540 nm. We 
perform hemodynamic correction using the method described by 
Musall et al. [12]. Briefly, reflectance DF/F was calculated for each 
pixel in the green channel images. To capture the slow kinetics of 
hemodynamics, a zero-phase Chebyshev low-pass filter (cutoff fre-
quency of 0.15) is applied. The DF/F calcium traces are divided by 
the DF/F reflectance traces to generate a hemodynamic corrected 
trace. 

3.6.2 Image Registration 

to a Common Anatomical 

Reference Frame 

Multi-brain region imaging relies on defining anatomically relevant 
regions of interest (ROIs). This is commonly performed by manu-
ally aligning an image of the brain to a commonly used anatomic 
reference atlas [35, 38–40]. ROIs are then manually drawn over 
each desired anatomic region. While a common reference atlas can 
be useful to compare results from different studies, manual ROI 
placement can suffer from individual variances in mouse-to-mouse 
anatomy, leading to imprecise parcellation and ROI definition dur-
ing smaller sample size or complex tasks that have not been studied 
yet [11, 41]. An alternative to manual ROI curation is to use 
unsupervised platforms to discover pixels and regions that fire in 
groups or patterns by using methods such as clustering analyses 
[42, 43], nonnegative matrix factorization [44], and independent 
component analysis [5, 19]. Once defined, manually curated ROIs 
or sequences of pixels that are grouped with unsupervised methods 
can be observed for activation patterns and functional connectivity 
across behaviors or imaging sessions. 

3.7 Calcium Data 

Analyses 

The first step after preprocessing the data is to construct the percent 
change in fluorescence when compared to baseline (DF/F). In our 
analyses, we define the baseline of fluorescence pixel-wise as the 
average of each pixel’s time series for each trial. For more compara-
ble results across mice, a z-score is applied to each DF/F trace to 
normalize it by standard deviation (Fig. 7). 

Several analysis methods can be applied to the data acquired 
using the mini-mScope, that provide insights into the activity of 
individual brain regions and the temporal relationship between 
them. While not exhaustive, we detail below examples of two 
such analysis techniques used on the mini-mScope data acquired 
in our group. 

Seed-Pixel Correlation Maps Seed pixel correlation maps are a 
commonly used framework to investigate the functional connectiv-
ity between one brain ROI and others in a behavioral epoch. A seed



pixel within an anatomical brain ROI is selected and the trace for 
that seed is extracted. The Pearson’s correlation coefficient, a met-
ric that shows how similar two vectors are temporally, is computed 
between the seed pixel selected and all the other pixels in the FOV. 
For the mini-mScope, we selected 1 seed pixel located within each 
of 6 anatomically defined ROIs via alignment to the Allen Brain 
Atlas. The seed pixel regions included motor cortex (M1), fore-
limb, hind limb, barrel cortex (BC), somatosensory cortex, retro-
splenial cortex (RSC), and the visual cortex (VC). We manually 
scored behavioral data by watching behavior videos and extracting 
interesting periods, such as moving, walking, grooming, and rear-
ing. Seed pixel correlation maps are constructed by comparing the 
correlation between the seed pixels and all other pixels in the FOV 
during each behavioral period time window. 
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Image Correlation and Unsupervised Clustering to Identify 
Cortical Activation Patterns Cortical activity during free behav-
ior is characterized by repeated patterns of cortical activation that 
occur sporadically over time, each activation pattern lasting 50 ms 
to over 1 s. In freely behaving mice, where task structure is relatively 
unconstrained, representing the complex spatiotemporal dynamics 
of the mesoscale calcium activity in a low dimensional space allows 
tractable analyses of the contribution of cortical activity to such 
complex behaviors. This activity can even be compared with simul-
taneously recorded electrographic data (see Note 5). In recent 
work, we developed a novel unsupervised methodology to cluster 
spatial patterns of cortical activation into a set of commonly occur-
ring patterns of cortical activation or “states.” This methodology 
relies on using k-means clustering to discover these patterns 
(Fig. 8). 

To perform the cortical activation detection, we first load all the 
trials for one mouse for the experiment set up into computer 
memory. A common mask was drawn for each trial and averaged 
to form a common mask for each mouse where the superior sagittal 
sinus (SSS) and background is omitted to reduce sources of noise 
and decrease computational time. Each frame was correlated with 
all other frames using a Pearson’s correlation coefficient. The cor-
relation indicates what frames share patterns of repeated cortical 
activity across multiple time scales. The image correlation matrix is 
then sorted using k-means clustering to search for the patterns of 
repeated activity. K-means is run 50 times with different cluster 
initialization points from 1 to 30 clusters. At each cluster number 
and initialization, the image correlation matrix was sorted into the 
iteration that minimizes the cluster centroid distance to each point 
placed in that cluster. A t-distance optimization algorithm was used 
to calculate the average and variance of the image correlation value 
within each cluster and across other clusters [45]. The optimization
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Fig. 8 Repeated patterns of cortical activity across large time scales during a Barnes Maze spatial navigation 
task. (a) Left: An image correlation matrix is constructed by using a Pearson’s correlation coefficient for all 
frames and trials in a mouse. Images with high correlations share similar spatial activation patterns. Center: 
K-means clustering is used to cluster the image correlation matrix into n clusters. For each cluster, a 
t-distance optimization algorithm is used to compute the variance of the correlation within and across 
different clusters defined by k-means. Since the number of clusters (defined as states) is unknown a priori, 
the t-distance optimization will have a global maximum when the correlation is maximized within clusters and 
minimized across clusters. Right: Mean DF/F activity maps are constructed for each state and mouse. The 
average DF/F maps are grouped into a matrix and a second image correlation is computed. This will show the 
spatial patterns of DF/F that are similar across states found in different mice. The correlation matrix is sorted 
into 7 states of h highly correlated average DF/F activity maps across mice, forming a common state model.



►

will converge with a global maximum when the correlation is max-
imized within clusters and minimized across clusters. The maxi-
mum t-distance value will indicate the optimum number of states 
that exist across trials for each mouse. The number of states 
detected across n = 8 mice varied from 5–10 optimum states with 
an average of 6.5 states across mice.
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To generate a brain state model across mice, a similar compu-
tation was performed. First, within each mouse’s optimization, the 
index of all the frames that classified into each optimum cluster 
were stored. The frames in each cluster were then averaged to 
produce a mean representation of each state’s peak activity patterns. 
The states’ mean frames were stored and grouped into a matrix 
across mice. A Pearson’s correlation was performed on this matrix, 
which formed a second image correlation matrix that shows the 
similarities of average activity patterns across mice. From here, a 
common set number of states can be selected to cluster the image 
correlation matrix, where for our experiments, we had an average of 
6.5 states across mice, so we selected 7 states as the common 
framework. K-means clustering was used to cluster the second 
image correlation matrix unsupervised into 7 groups, forming the 
final state representation used for our experiments. 

4 Notes 

1. Our device borrows the imaging elements from the open 
source Miniscope (www.miniscope.org) environment. Thus, 
while custom parts are used, all components can be readily 
procured and a user can have a functioning mini-mScope in 
<4 weeks. Once assembled, the mini-mScope is a robust device 
that requires little maintenance. 

Fig. 8 (continued) (b) Example of the clustering methodology used to identify cortex-wide brain states from 
widefield calcium data during the spatial navigation task for one mouse. DF/F data from all pixels in the FOV 
across all trials for one mouse are combined into one matrix and shown, where trials are indicated with T1-T8 
labels. (c) Left: A correlation matrix is constructed by computing the Pearson’s correlation coefficient between 
all frames. Middle: K-means clustering is used to sort the image correlation matrix into n clusters, calculating 
a t-distance value at each step. The maximum t-distance value indicates the optimal number of states for this 
mouse (k = 10 states). Right: The image correlation is re-sorted by the optimal number of clusters defined by 
the t-distance optimization algorithm, resulting in 10 states for this mouse. (d) Top: Common state space 
model across n = 8 mice for the spatial navigation task. Optimum number of states varied from 5–10 states 
across all mice, with an average of 6.4 +- 2 states. Seven states were used in the final model across mice. 
States were identified by cortical areas of high DF/F activation. The top row illustrates simplified activity maps 
with high DF/F z = score activity. The DF/F maps below the top row illustrate the average DF/F z-score maps 
for the mouse optimized in (b, c). Bottom: Bar graphs denote the average DF/F z-score of cortical regions 
across all mice using the Allen Brain Atlas. Error bars denote standard deviation

http://www.miniscope.org
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2. The imaging data is highly dependent on several aspects of 
experimentation with freely behaving animals that need to be 
carefully considered. First, while the implantation of the 
See-Shell procedure is adapted from chronic cranial window 
implantation procedures (see Subheading 3.3), the surgery 
involves opening a craniotomy over a significantly larger area 
of the brain than typical circular cranial windows. Thus, care 
must be taken to ensure the surgical procedure is conducted in 
sterile conditions and all aseptic techniques are followed. We 
have previously shown that the See-Shell can be chronically 
implanted on mice for several months, without any occlusion. 
In our hands, >90% of the mice survive the procedure, with 
skull clear for >340 days in over 60% of the mice 
implanted [29]. 

3. Care must also be taken to ensure the mini-mScope is attached 
firmly to the implant during imaging sessions, as any relative 
motion between the mini-mScope and the implant will result in 
motion artifacts in the acquired calcium data. In our experi-
ments, we were able to limit the absolute maximum x and y 
displacement of the device by 21 ± 21.8 μm and 14.1 ± 17 μm, 
respectively, and we reduced the mean absolute displacement in 
x and y of the device by 2.0 ± 2.5 μm and 9.3 ± 4.9 μm, 
respectively. 

4. We primarily use transgenic mice broadly expressed in excit-
atory populations of cells [23]. We have also shown the efficacy 
of mini-mScope imaging in transgenic animals expressing opti-
cal reporters of glutamate [21]. In the future, calcium indica-
tors expressed in specific populations of cells can be used to 
investigate the role of these specific cell types to global coordi-
nation of activity [12, 46]. Recent advances in neural activity 
reporters [47, 48] and neurotransmitter reporters [24, 49, 50] 
can be leveraged in the near future to perform widefield imag-
ing at higher temporal resolution and greeted dynamic range. 
Further, fitting mini-mScopes with ultra-fast imaging sensors 
[27] coupled with new voltage indicators optimized for voltage 
imaging [51] may allow pan-cortical voltage dynamics to be 
imaged in freely behaving mice. 

5. Optical imaging can also be coupled with electrophysiological 
recording modalities to obtain complementary datasets at 
much high temporal resolution. For instance, we have previ-
ously shown that the See-Shells can be seamlessly integrated 
with patterned electrode arrays [52, 53] for recording surface 
field potentials. Inkjet-printed transparent arrays allow simul-
taneous ECoG and optical imaging across the same field of 
view without loss of signal fidelity [54]. Finally, mini-mScopes 
can also be modified to integrate miniature penetrating neural 
recording probes that can combine widefield optical imaging
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with electrophysiological recordings from localized regions of 
the brain. 

In conclusion, mini-mScope imaging will contribute to unra-
veling the mechanisms by which activity across the brain is coordi-
nated during complex behaviors that will be difficult to replicate in 
head-fixed preparations. 
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Chapter 5 

High-Density Multichannel Fiber Photometry 

Yaroslav Sych and Fritjof Helmchen 

Abstract 

Animal behavior is governed by brain activity distributed and coordinated across multiple regions. Parallel 
progress in optical microscopy and the development of genetically encoded calcium indicators has advanced 
experimental approaches in systems neuroscience to assess brain activity simultaneously in multiple brain 
regions. Here, we provide a brief overview of optical recording techniques at this mesoscale level and of 
their combination with genetically encoded sensors and actuators. Next, we focus on the novel opportu-
nities offered by extending fiber photometry to many brain regions, using compact arrays of optical fibers 
targeted to specific subnetworks of brain regions. We provide a detailed description and construction 
guidelines of high-density fiber array implants, including step-by-step surgical procedures for implantation 
and extraction. We describe several types of experiments enabled by this approach and highlight specific 
examples. We also discuss the challenges for analysis and interpretation of such mesoscopic recording data. 
Finally, we outline potential future improvements in terms of further functionalization of the multisite 
neural interfaces and of making them even less invasive. 

Key words Calcium imaging, Fiber photometry, Fluorescence indicators, Neuronal population 
dynamics, Mesoscale brain networks, Sensorimotor processing, Neocortex, Subcortical regions 

1 Introduction 

Recording brain activity at different spatial and temporal scales is 
essential for understanding the neural basis of behavior. Such 
recordings allow neuroscientists to correlate neural activity and 
behavioral variables and to generate hypotheses regarding the neu-
ral circuit mechanisms underlying brain functions. In addition, by 
studying large-scale brain activity we can gain insights into how 
different regions of the brain interact to produce specific behaviors. 
This knowledge can help us to better understand the neural basis 
not only of normal but also abnormal behaviors and thus may 
inform the development of new treatments for behavioral 
disorders. 
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Several milestone studies have argued for distributed neural 
computations, i.e., the idea that different regions of the brain 
work together to perform complex cognitive functions. For exam-
ple, functional magnetic resonance imaging (fMRI) studies have 
demonstrated that the brain can be divided into several large-scale 
networks (e.g., the “default mode network”) and that these net-
works are functionally specialized and interact with each other in a 
highly dynamic manner [1–3]. The networks are formed by 
interconnected brain regions, each containing specialized and 
highly organized local microcircuits [4] of multiple cell types. In 
addition, many recent studies using electrophysiology or optical 
imaging have highlighted such multilevel organization and the 
distributed manner of neural processing [5–8], which are consid-
ered key features of how brains solve challenging tasks. 

The mesoscale in the brain refers to the organizational level of 
neural structures and systems that are intermediate in size and link 
the microscale (individual neurons and synapses) to the macroscale 
(whole brain regions and brain-wide networks). The mesoscale 
finds itself at the transition of where cellular granularity becomes 
diffuse and where next-level organizational principles become 
apparent. For example, neocortical columns are thought to per-
form local computations, the results of which are embedded in 
brain-wide networks—through clusters of output neurons that 
give rise to specific long-range projections—to support specific 
computations for sensory integration, cognitive processing, and 
motor control. Mesoscale brain organization comprises maps that 
are anatomically or functionally defined cell ensembles usually com-
posed of thousands of neurons with similar tuning properties. 
Sensory maps refer to specific regions of the brain that respond to 
sensory stimuli of a particular modality and that are spatially 
organized based on the characteristics of the sensory modality. 
For example, somatotopic maps are representations of the body 
surface that are present throughout the ascending pathway up to 
the primary somatosensory cortex for processing of tactile informa-
tion. Different ensembles within these maps process distinct aspects 
of touch information, e.g., pressure vs. vibration stimuli or superfi-
cial skin receptor information vs. proprioceptive information. 
Another obvious example is the retinotopic map in the primary 
visual cortex that forms a representation of the visual field in the 
neocortex, based on highly preprocessed information from the 
retina relayed via the thalamus. Higher-level features such as orien-
tation or motion direction of visual stimuli are also represented in 
maps. Next, association areas integrate the activity from these 
sensory maps to combine information across different modalities 
and to form more abstract representations, e.g. of objects, which 
are then fed into the larger-scale networks for attention, memory, 
movement preparation, and executive control. Thus, higher-order 
cognitive maps may contain representations of multimodal stimuli



and movement plans that result from neural abstraction, for exam-
ple, representations of learned context-dependent behavioral rules. 
Clearly, the functional representations and brain region interactions 
are shaped to a large extent by experience-dependent plasticity 
mechanisms. In the end, brain network activity patterns converge 
onto the neuromodulatory centers and the motor maps in the 
brainstem and the spinal cord, controlling both brain state as well 
as body dynamics (the latter through the skeletal muscle 
apparatus). 
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The mesoscale is thought to be a key level within this hierarchi-
cal brain organization because many neural computations are 
believed to engage this level. For example, neural activity synchro-
nized at the level of maps and functional neuronal ensembles may 
correspond to specific global brain states or may trigger transitions 
of brain activity to a new state, which may also result in a change in 
behavior. Albeit not a new idea, the recognition that behaviorally 
relevant variables are represented by widely distributed networks of 
neurons and coordinated across many regions has triggered new 
research directions in recent years, promoting a more holistic 
description of brain dynamics. One reason for this development is 
that for decades experiments at the mesoscale level have been 
limited and hardly feasible, especially for deeper brain regions that 
are more difficult to access. This situation has fundamentally 
changed with the recent advances in electrophysiology, optical 
tools, and data analytics. New experimental approaches have 
emerged for distributed electrophysiology, large-scale in vivo imag-
ing, temporally precise targeted perturbations of neural activity, and 
sophisticated behavior analysis. Modern analytical approaches often 
relate to network neuroscience and neuronal population dynamics 
described as trajectories on manifolds in high-dimensional neural 
state space. While network neuroscience focuses on understanding 
the communication between different interacting brain regions, the 
neural manifold perspective aims to describe activity patterns in 
terms of dynamic latent space variables of reduced dimensionality. 
These approaches regard the brain as a complex dynamic system 
rather than a simple collection of largely independently working 
subunits. 

In this chapter, we present recent developments in the field of 
fluorescence measurements through optical fibers that enable 
simultaneous recordings of neural activity from many brain regions. 
We argue that such “multi-fiber photometry” approaches are well 
suited to acquire functional data on the mesoscale brain network 
level and are straightforward to be applied in behaving animals. 
They also can be combined with optogenetic perturbations as these 
approaches often are performed using optical fibers targeted to 
specific brain regions of interest, too. In Subheading 1, we first 
place the fiber photometry approach in the context of other meth-
ods, explain its principle and how to combine it with the expression



of fluorescent indicators of activity, and discuss considerations 
regarding the interpretation of the recorded signals. In Subheading 
2, we provide the details of the required materials, the surgical 
procedures for implantation, and the preparation of brains for 
histological verification. Subheading 3 then illustrates how a 
multi-fiber implant is used in a typical experiment, providing exam-
ples of recorded data and analysis methods. A final discussion and 
an outlook wrap up our chapter. 
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1.1 Techniques to 

Study In Vivo Neural 

Activity in Deep Brain 

Regions 

While whole-brain imaging with cellular resolution has become 
possible in smaller organisms such as C. elegans and zebrafish larvae, 
it remains a challenge to study mesoscale neural activity in the 
mammalian brain during behavior. Neuroimaging methods such 
as fMRI [9–11] have limitations, including low spatial resolution as 
well as difficulties to apply them to behaving animals. Other meth-
ods like functional ultrasound (fUS) [12] and electrophysiology 
[13] also have their own limitations set by the microvasculature 
dynamics and difficulty in identifying specific cell types. Here, we 
focus on optical imaging techniques, which provide complemen-
tary possibilities by enabling approaches that are less feasible using 
other methods. For example, using genetic tools for cell-type spe-
cific expression of fluorescent indicators enables targeting of spe-
cific circuit components [14–17]. Moreover, single-cell and 
population signals can be longitudinally measured for days and 
weeks [18]. Recently, two-photon mesoscopes have been devel-
oped to enable cellular resolution imaging across large field of 
views (FOV) or in multiple distant regions [19–25]. The required 
experimental setups are expensive, however, and even with multi-
photon excitation subcortical imaging is hardly possible unless 
invasive cannula implants are used. As an alternative, wide-field 
camera imaging using single-photon excitation is a simpler and 
less expensive method, but it usually sacrifices cellular resolution 
[26–30] and tissue depth penetration is very low. Consequently, in 
rodents both two-photon and single-photon imaging have been 
applied mainly to neocortical circuitry close to the brain surface and 
far less to subcortical regions. 

Several experimental approaches were developed to extend 
large-scale optical recordings towards subcortical regions, such as 
fiber photometry [31–33] and imaging through gradient-index 
(GRIN) lenses [34–40] or implanted cannulas [41–43]. Fiber pho-
tometry is the simplest method that allows optical recording in 
deep brain regions. Here, a fluorescence signal is generated by 
delivering excitation light through an optical fiber and collecting 
emitted fluorescence photons back through the same fiber for 
remote photodetection. The fluorescence signal in this case lacks 
cellular resolution and represents an average signal of the stained 
neural structures in the vicinity of the fiber tip (bulk signal). Several 
optical approaches [44–47], often based on the reconstruction of



the fiber “transmission” matrix, were developed to achieve cellular 
resolution; however, such approaches often have other limitations 
on the number of reconstructed fluorescent sources and usually 
flexible fiber bending is not allowed [44, 48, 49]. For bulk fiber 
photometry, the effective excitation and collection volumes depend 
on fiber parameters [50, 51] (diameter, numerical aperture) and 
also tissue parameters (e.g., scattering length). The fiber photome-
try approach is easy to use, it can be combined with the entire 
arsenal of fluorescent sensors, and optical fibers can be chronically 
implanted in the brain to monitor long-term changes of brain 
activity, such as those associated with sleep-state transitions [52], 
learning of a behavioral task [53], or disease progression 
[54, 55]. Furthermore, fiber photometry has been scaled up to 
allow for measurement and manipulation of multiple brain regions 
in parallel. With commonly used fiber ferrules, recording from 
4 to 8 brain regions were possible [56], but a higher channel 
density was fundamentally limited by the bulky single-fiber 
implants. As an alternative approach, we introduced high-density 
fiber arrays that comprise 12–48 fibers mounted jointly in a com-
pact neural interface [57]. This method reduced the footprint of 
the implant and partly alleviated geometric limitations on the chan-
nel density (Fig. 1a). To fully explore large-scale functional circuits, 
an even higher number of channels is desirable. We think that 
creating minimally invasive multisite optical probes of more than a 
hundred fiber channels should be feasible and would allow broad 
coverage of regions across the mesoscale network for functional 
interrogation. 
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1.2 Molecular 

Indicators and Viral 

and Transgenic 

Expression Methods 

A variety of optical sensors exist to measure different aspects of 
brain activity, e.g., calcium concentration changes, voltage changes, 
or neuromodulator signals. Classic indicators are synthetic dyes, 
but most modern indicators are based on fluorescent proteins so 
that viral vectors can be used for genetic expression in specific cell 
types. Calcium indicators are the most popular sensors, measuring 
cellular activity by detecting changes in the intracellular calcium 
concentration in neurons (or glial cells). By binding to calcium 
ions, these sensors change (mostly increase) their fluorescence 
yield. Because in neurons action potentials lead to brief surges of 
calcium influx that cause transient elevations of the intracellular 
calcium concentration, the fluorescence changes of calcium indica-
tors can be used to infer approximate changes in neural spiking 
activity. First-generation calcium indicators were synthetic dyes 
(e.g., Fura-2, Oregon Green BAPTA, or Fluo-4) that were mostly 
applied to cells or tissues in vitro but also injected into the brain of 
animals in vivo. Once inside the cells, these dyes can report intra-
cellular calcium dynamics and neural activity patterns. The use of 
synthetic dyes was limited to short-term applications, however, due 
to wash-out or uptake inside the cells, preventing chronic usage and
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Fig. 1 High-density multichannel fiber photometry. (a) Photograph of single-fiber cannula (implant) connecting 
to the optical fiber via a ceramic sleeve. (b) Setup for single fiber photometry. The excitation light from the light 
source (here an LED) is collimated by a collimating lens (CL) and spectrally filtered with the excitation filter 
(ExF). The excitation light is coupled into the single-fiber with the lens (L1). Fluorescence emerging from the 
fiber is collimated with the same lens (L1), spectrally filtered with the emission filter (EmF) and focused with 
another lens (L2) on the photosensitive area of the photodetector. (c) Example of the ΔF(t)/F0 normalized 
fluorescence signal (in vivo GCaMP6 recording at 20 Hz averages, baseline fluorescence F0 is calculated as 
mean over 1 s of pre-stimulus time, behavioral events of interest are indicated with green bars below the 
fluorescence signal, the first event of interest is a texture, stimulus predicting a water reward, that is followed 
by mouse licking on the waterspout). (d) Photograph of 12-fiber multi-fiber implant, fiber bundle connector 
and branching bundle connected to three multi-fiber implants. Multi-fiber implant dimensions, 
7 × 2.45 × 8.05 mm3 ; weight, 0.32 g. (e) Left: schematic setup for multi-fiber photometry at one excitation 
wavelength. The excitation light from the light source (here an LED) is collimated by a collimating lens (CL) and 
spectrally filtered with the excitation filter (ExF). The microscope objective (MO) illuminated the whole field of 
view and, therefore, coupled excitation light into all fibers of the bundle. A dichroic beamsplitter (DBS) 
separates the fluorescence emission light (green ~520 nm) from the LED excitation light (blue ~470 nm). The



►

longitudinal experiments. Genetically encoded calcium indicators 
(GECIs) are the modern type of calcium sensors since 1997 
[58]. The modification of green fluorescent protein (GFP) has led 
to the development of the GCaMP family of calcium indicators 
[59–61], among many other types, which can detect intracellular 
Ca2+ concentration changes [62] and track neural activity in a 
genetically targetable manner. GECIs cover a range of excitation 
and emission bands in the visible spectrum and some of them can 
optically resolve fluorescence changes evoked by single action 
potentials. GECIs are permanently expressed in neurons, either 
after viral infection or by incorporating the indicator’s genetic 
code into the cell’s genome in transgenic animals. GCaMP and 
RCaMP/R-GECO variants are some of the most widely used sen-
sors based on green and red fluorescent proteins. Typically, sensors 
are expressed in the cytosol but they can also be targeted to subcel-
lular structures such as somata [65, 66] or axons [67]. As a caveat, 
GECIs can be affected by other factors, such as gradually changing 
pH [68] or temperature. Protein engineering to further improve 
fluorescent sensors is continuing, focusing on the development of 
indicators with fast kinetics and large dynamic range to improve 
temporal fidelity of event detection [61, 69], and the design of red 
[63] or near-infrared optical indicator versions [70, 71] for increas-
ing imaging depth in the brain or other scattering tissues.
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The availability of transgenic mice that express GECIs in spe-
cific cell types under the control of distinct promoters has opened 
many further opportunities [64, 72–74]. There are several advan-
tages of using transgenic animals as compared to delivering GECIs 
into the brain via viral injections. First, the expression profile in 
transgenic animals is controlled by the promoter, resulting in a 
highly specific labeling of subpopulations of cells. Second, expres-
sion is not only localized to the injection site but is present across all 
brain structures where cells express a particular target gene. Third, 
the use of transgenic animals may reduce variability by enabling

Fig. 1 (continued) emission filter (EmF) selects the optimal wavelength range for the respective fluorescent 
indicator (e.g., here exemplified for GCaMP). The camera objective (CO) creates an image of the fiber array on 
the CMOS camera sensor. Right: example image of the 12-fiber array including all channels. The temporal 
dynamics of normalized ΔF(t)/F signals is shown for four time periods (in vivo GCaMP6 recording at 20 frames 
per second; images are averages overΔt ~ 1 s) (f) Left: schematic setup for multi-fiber photometry at multiple 
wavelengths. The description is analogous to panels b and e. LED light is collimated (CL), spectrally filtered 
(ExF, ExF1, ExF2) and combined into one optical path with DBS1-2. DBS3 was designed to reflect spectral 
bands of LED1, LED2, and LED control and transmit fluorescence at emission spectral bands (in this example 
green and red). DBS4 separated green and red emission and the corresponding camera objectives 
(CO) that form images on two separate sCMOS cameras. The setup can be readily used with larger fiber 
arrays. We show the example of a 48-fiber bundle with multiple branching 12-fiber array implants. Bottom 
right inset shows total channel count (1–48). The temporal dynamics of normalized ΔF(t)/F signals is shown 
for four time periods separated by 1-s and accumulated in 50-ms intervals (in vivo GCaMP6 recording)



more consistent GECI expression levels and thus provide more 
accurate and reproducible results. In contrast, following viral injec-
tions GECI expression may suffer from variable infection efficiency, 
viral titer, injected volume, etc., ending up less stable over time, 
potentially affecting cell health and limiting longitudinal experi-
ments. Fourth, highly specific expression profiles can be achieved in 
double-transgenic animals. For example, mouse lines with layer-
specific expression of GECIs in the cortex can be created by making 
use of the Cre-Lox system. This system can be used to generate 
transgenic mice that express Cre recombinase under the control of 
a promoter specific to a certain cell type or region of the brain (Cre 
driver line). Then, a second transgenic mouse is created that carries 
the GCaMP gene under the control of a “floxed” promoter (Cre 
reporter line). When these two transgenic mice are crossed, the Cre 
recombinase will excise the “floxed” region of the GCaMP gene, 
allowing for the expression of GCaMP only in cells that express Cre 
recombinase. Finally, GECI expression in transgenic mice may be 
switched on and off using an inducible gene expression system.
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1.3 Fundamentals of 

Fluorescence 

Microscopy and Fiber 

Photometry 

Fluorescence microscopy is a technique used to visualize specific 
structures or molecules within cells or tissues. It relies on the ability 
of fluorophores to absorb light within an excitation wavelength 
spectrum and subsequently emit light at longer wavelengths 
(within the emission spectrum). For example, for GCaMP calcium 
sensors the excitation wavelengths are in the blue part of the visible 
spectrum (470–490 nm), whereas fluorescence emission occurs in 
the green (500–540 nm). By selectively exciting and imaging fluor-
ophores at appropriate wavelengths, specifically labeled cell struc-
tures or molecules can be visualized at high resolution. 
Fluorescence imaging can be performed using a multitude of 
microscopy techniques, including wide-field, confocal, multipho-
ton, and super-resolution microscopy, with each technique 
providing specific advantages for different applications. 

Fiber photometry uses the same principle of fluorescence exci-
tation but contrary to standard fluorescence microscopes, for which 
the sample (brain tissue) is positioned in the imaging plane of an 
objective, fiber photometry uses an optical fiber to deliver the 
excitation light to a region of interest and collect the emitted 
fluorescence as well (Fig. 1a, b). A fiber attached to the cannula is 
inserted into the brain tissue in vivo, and an optical fiber cable is 
connected to the cannula to deliver the excitation light and collect 
fluorescence from the target area. A sensitive detector, such as a 
photomultiplier tube or an avalanche photodiode is used to mea-
sure fluorescence at the distal end of the connecting fiber. Fiber 
photometry through a single fiber lacks cellular resolution as it 
measures a bulk signal from labeled cells (see Note 1), but it is a 
powerful method to study temporal dynamics of the activity of local 
cell populations by using fluorescent indicators sensitive to changes



in calcium ion concentration, membrane voltage, second messen-
ger levels, or activity of specific proteins. For time-dependent fluo-
rescence recordings, the acquisition rate (or frame rate for 2D or 
3D imaging methods) is an important parameter. However, in the 
case of calcium recordings, temporal fidelity of the recordings is 
also limited by the kinetics and response characteristics of the 
indicator itself. Changes in fluorescence over time, F(t), are often 
expressed as ΔF/F = (F(t) - F0)/F0 to normalize for variations in 
indicator concentration, measurement volumes, and illumination 
(F0 is the baseline fluorescence, and any background fluorescence 
has been subtracted beforehand for both F(t) and F0). With fiber 
photometric calcium recordings, changes in neural activity can be 
monitored in real-time, for example in response to various stimuli 
or in association with particular behaviors (Fig. 1c). The relation-
ship between neural spiking activity and photometric signals can be 
validated with simultaneous electrophysiology (see Note 2) Fiber 
photometry is complementary to wide-field fluorescence imaging 
from the brain surface, in that it allows measurements from deep 
brain regions and is suitable for chronic recordings in freely behav-
ing rodents, which is more difficult to achieve with wide-field 
imaging. 
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Fiber photometry can be extended to multiregional recordings 
by using several fibers in parallel [56, 57]. Compared to single-fiber 
photometry, two key modifications are required, which are the use 
of a bundle of fibers with multiple parallel channels and fluores-
cence detection with a camera sensor (Fig. 1d–f). Excitation light 
from a light source (a laser or a light-emitting diode, LED) is 
coupled via an objective into all fibers at the proximal end of the 
fiber bundle. At the distal end, one either connects each fiber 
channel independently to a separate implant [56], or all fiber ends 
are integrated into one connector that attaches to a high-density 
multi-fiber implant, or one can also split the fiber bundle into 
several multi-fiber implants (Fig. 1d) [57]. For fluorescence detec-
tion from all fibers, the proximal fiber-bundle facet is imaged onto 
the camera sensor, typically using a collimating lens and a focusing 
objective. In this way, all fiber channel signals are detected simulta-
neously in specific regions of interest (ROIs) on the sensitive 
CMOS camera chip. For each camera frame, fluorescence intensi-
ties are averaged across all pixels for each fiber ROI (across all fiber 
modes) and time-dependent signals are expressed asΔF/F changes. 

1.4 Considerations 

on Crosstalk and 

Specificity 

When using dense arrays of optical fibers, how much fluorescence 
light generated at one fiber tip can be seen by neighboring fibers? 
To estimate the amount of cross-talk between fiber channels, we 
sequentially illuminated single fiber channels (called “excited chan-
nel” below) while measuring fluorescence signals in all channels 
[57]. We normalized fluorescence signals from neighboring fibers 
to the fluorescence generated by direct illumination and analyzed



their distance-dependence. We found that at the closest distance 
(0.25–1 mm), about 5–10% of the fluorescence came from the 
neighboring fiber channel, but this rapidly decreased to negligible 
levels with distance. There are two possible causes of crosstalk. 
First, propagation of the excitation light from the excited channel 
to neighboring fibers, which generates fluorescence underneath 
their tips. Second, propagation of fluorescence light excited at the 
tip of the excited fiber to neighboring channels. The first cause may 
only provide some additional excitation light to the neigboring 
channels, but does not contribute to the crosstalk during continu-
ous LED illumination. Only the second cause, propagation of 
fluorescence, contributes to a crosstalk when neigboring fibers are 
positioned as close as possible to each other (i.e., 250 micron 
apart). When neighboring fibers on the front-piece are designed 
to target different depths (>1 mm of relative distance), our multi-
fiber arrays allow to record local signals in selected subsets of brain 
regions with high signal-to-noise and good regional specificity. 
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1.5 In Vivo Studies 

Enabled by Mesoscale 

Imaging of Fluorescent 

Activity Indicators 

Mesoscale wide-field fluorescence imaging of brain activity has been 
used to study dynamic properties of large-scale networks of neuro-
nal populations, revealing patterns of spontaneous activity [29, 75] 
and distributed patterns of sensory-evoked [76, 77] and motor-
related [78] activity that spread over large regions of cortex. For 
example, brief deflections of a single whisker were found to elicit 
widespread depolarizing responses in the sensory cortex, starting in 
the primary somatosensory barrel cortex and subsequently activat-
ing the whisker motor cortex [77]. The flow of sensory information 
to the motor cortex was dependent on the animal’s behavior and 
correlated with the whisker movements in response to the sensory 
stimulus. This suggests that sensorimotor transformations in the 
motor cortex play a significant role in the perception of active 
touch. Although the flow of activity is constrained by the anatomi-
cal organization of the brain [79], multiple studies reported wide-
spread activation of the dorsal cortex during behavioral tasks 
[80, 81]. The observation that neurons in different cortical areas 
can exhibit coordinated activity, even when those areas are not 
directly connected, may be explained by the involvement of sub-
cortical structures [53, 82]. Interaction between the cerebral cortex 
and subcortical structures can occur through multiple parallel path-
ways, including thalamo-cortical loops [83, 84] or the cortico-basal 
ganglia-thalamo-cortical networks [53, 84, 85]. 

Another key observation is that mesoscale patterns of brain 
activity reorganize depending on the behavioral task 
[86, 87]. This suggests that the brain may have a more distributed 
and flexible system for processing information. However, careful 
examination of animal behavior is necessary as those seemingly 
task-related activity patterns might also be explained by a richly 
varied movement repertoire of the animal [78, 88]. Considering



the animal’s movement, distinct patterns of mesoscale activity have 
been observed that varied depending on the behavioral strategy 
adopted by the animal [30]. In general, one has to distinguish 
between movement-related, state-related, and strategy-dependent 
patterns. Such distinctions might be accounted for by mathematical 
models to show that such global patterns of activity not only 
correlate to movement but also to the task performance [81] and 
the level of task expertise [53]. Additionally, mesoscale imaging has 
revealed that neurons in different brain regions can exhibit activity 
patterns that are specific to certain cognitive states, such as wake-
fulness [89] and sleep [90]. 
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2 Materials 

2.1 Multi-fiber 

Photometry Setup 

The photometry setup for multi-fiber measurements can be built 
using a variety of devices and optical components. Here we describe 
a setup that was simplified compared to our first design for multi-
fiber photometry [57] but is capable of dual-color measurements 
(Fig. 1f). Instead of lasers, this setup uses a 470-nm LED 
(M470L5; Thorlabs) for excitation of GCaMPs and a 561-nm 
LED (M565L3; Thorlabs) for excitation of RCaMPs. A third 
LED with the central wavelength at 415-nm (M415L4; Thorlabs) 
is used as reference channel, i.e., for exciting calcium-independent 
GCaMP fluorescence for correction of intrinsic and hemodynamic 
fluorescence changes (see Note 3)  [56, 91–93]. To achieve stable 
CW operation, LEDs are operated at output powers as required 
during the experiment for 30 min before the start of recording. We 
use an LED driver controlling the current of the LED module 
(LEDD1B, T-Cube LED Driver; Thorlabs) to set the fluorescence 
excitation power for a GCaMP sensor to ~1.3 mW/mm2 per fiber 
channel at the fiber tip. Please note that new versions of LED 
drivers exist with lower noise and ripple amplitude (e.g., UPLED, 
USB-Controlled LED Driver; Thorlabs). To collimate the light 
emitted by each LED we use aspheric condenser lenses 
(ACL25416U-A; Thorlabs, Ø1”, f = 16 mm, NA = 0.79, ARC: 
350–700 nm). All three collimated beams of LED colors are com-
bined and aligned to the optical axis of the system with the help of 
dichroic beamsplitter/combiners consisting of a chromatic mirror 
and a cage cube with dichroic filter mount (CM1-DCH/M; Thor-
labs). To combine 415-nm and 470-nm LED light we selected the 
AHF F48–442 beamsplitter with >90% reflection in the 
350–442 nm wavelength range and >90% transmission between 
460 and 650 nm. To combine both “blue” 415-nm/470-nm 
LEDs with the “yellow” 561-nm LED light we use an AHF 
F48–507-nm beamsplitter with >95% reflection between 350 and 
495 nm and >95% transmission between 510 and 850 nm. In



general, different types of dichroic beamsplitters can be chosen, 
with reflection and transmission bands according to the emission 
spectra of the set of excitation LEDs. 
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To couple excitation light into several optical fibers in parallel, 
the proximal end of the fiber array is positioned in the object plane 
of the setup and a wide-illumination pattern is created after the 
microscope objective (TL4x-SAP; Thorlabs) from partially colli-
mated excitation light. A dichroic beamsplitter (F68-409 quadru-
ple line, AHF) directs the excitation light for all wavelengths into 
the objective while transmitting fluorescence in the emission spec-
tral windows of GCaMP and RCaMP to the detector. To separate 
fluorescence signals from residuals of the excitation light and to 
minimize autofluorescence generated in a broader spectral range, 
we use emission filters (either F67-432 or a separate filter F37-516, 
AHF, transmission 525-nm center wavelength, 50-nm range for 
GCaMP; and F47-605, AHF, transmission 605-nm center wave-
length, 70-nm range for RCaMP). To image the proximal end of 
the fiber array onto the camera we use a 100-mm or 200-mm focal 
length tube lens (TTL100-A or TTL200, Thorlabs; depending on 
the magnification required). The image is created at the back focal 
plane of the tube lens on the CMOS sensor of the camera (ORCA 
Flash4.0, Hamamatsu). 

2.2 Preparation of 

Multi-fiber Front Piece 

and Connecting 

Bundle 

We use components of MT fiber connector technology, specifically 
ferrules that can fit different number of fibers (8, 12, 24, and 
48 fibers; part numbers 17185, 7413, 12599; US Conec, Hickory, 
NC). Optical fibers with polyimide coating (100-μm core diameter, 
124-μm outer diameter, NA 0.22; UM 22-100, Thorlabs) fit into 
the ferrule (Fig. 2a). To position all fibers for targeting specific 
brain regions, we align their length to a custom template that 
defines the required implantation depths (Fig. 2b). After align-
ment, we glue the fibers inside the ferrule with a two-component 
epoxy (302-3M 1LB Kit Part A and B; Epoxy Technology). An 
additional drop of epoxy is applied externally to the array side to be 
optically connected to the fiber bundle (Fig. 2c). We let the epoxy 
cure over 24 h and then polish the connecting surface in consecu-
tive steps, starting with a rough diamond lapping sheet of 30-μm 
grit, to a silicon carbide lapping sheet of 5-μm grit, and then 
gradually moving to a calcined alumina lapping sheet of 0.3-μm 
grit (from LF30D, LF5P, LF3P, LF1P to LF03P; Thorlabs). We 
use a custom-designed bare ferrule polishing puck to hold the 
ferrule orthogonal to the polishing pad (NRS913A, Thorlabs). 
Ethanol or distilled water is added on the polishing pad to reduce 
friction. After the polishing procedure we add alignment pins to the 
implant (part numbers 16741, 16742; US Conec). 

The connector for the fiber bundle is identical to the MT fiber 
connector (8, 12, 24, and 48 fibers; part numbers 17185, 7413, 
12599; US Conec, Hickory, NC). To allow connection with the



front piece containing guiding pins, the multi-fiber bundle should 
not have pins. The fiber bundle can either be custom-made using 
the polishing procedure as described above. Or, alternatively, multi-
fiber bundles based on these connectors are commercially available 
from the company Sylex (Bratislava, Slovak Republic). For example, 
we purchased a 48-channel fiber bundle splitting into four separate 
strands containing 12 fibers each and terminating with a linear 
12-fiber ferrule connector (001-187284-85447000 EU, 7-m 
length, Sylex). Such a bundle can be connected to four independent 
implantation sites or to four independent animals with 12-fiber 
channels on each connector. Other configurations of fiber bundles 
can be easily specified by the customer. On average, we achieve a 
coupling efficiency close to 75% across the fibers of a 12-fiber 
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Fig. 2 Preparation of a multi-fiber front piece for implantation. (a) Insertion of the optical fibers into a 12-fiber 
connector ferrule. (b) Alignment of the fiber ends to a printed template of the intended pattern of fiber lengths. 
The ferrule is fixated with tape on the printout of the pattern. (c) Application of epoxy resin (glue) in the middle 
of the implant and on the distal surface for further polishing. (d) Cutting the fibers, prior to polishing, with a 
fiber optic scribe as short as possible. (e) Polishing with the help of a custom-designed bare ferrule polishing 
puck and polishing sheets of 30, 6, 3, and 1 μm grit size. (f) Fitting of the guiding pins. (g) Full assembly of a 
12-fiber implant. (Modified with permission from Sych et al. [57])



implant and the connecting bundle. During the first uses of the 
bundle the coupling efficiency is higher; however, with frequent 
implant-bundle contact the coupling efficiency is decreasing mostly 
due to scratches on the surfaces. To further improve the coupling, 
use one of the last polishing steps with the lap LF1P or LF03P.
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2.3 Surgical 

Procedures and 

Implantation 

All procedures for animal experiments must be approved by the 
local authorities. For our experiments, all experimental procedures 
for animal experiments were carried out according to the guidelines 
of the Veterinary Office of Switzerland and approved by the Can-
tonal Veterinary Office in Zurich. We induced GCaMP6m expres-
sion in neurons by injecting AAV2.9-hSyn-GCaMP6m into the set 
of targeted brain regions in C57BL/6 mice and subsequently 
implanted a multi-fiber array (exemplified for a 12-fiber array 
front piece in Fig. 3). 

Preparation Adult mice (2–6 months old) were anesthetized with 
2% isoflurane (mixed in pure oxygen, Fig. 3a). Body temperature 
was maintained at 37 °C. To prevent inflammation and pain during 
anesthesia and postoperatively, 0.1 μL/g bw of Metacam was 
injected subcutaneously. Prior to implantation, connective tissue 
was removed from the skull bone, which was additionally polished 
and dried. iBond (Kulzer, Total Etch) was applied to ensure the 
best adhesion of the skull to the connective dental cement 
(Fig. 3b). To further stabilize the implant on the skull we used 
Charisma (Kulzer, A1) to produce a thin ring on the skull rim. Both 
iBond and Charisma require UV light curing. Small slit-like cranio-
tomies were made at the appropriate stereotactic coordinates to 
allow for virus injections and implantation of the fiber array (carried 
out on the same day). 

Viral Injection A selected viral construct is injected (e.g., ~200 nL 
of AAV2.9-hSyn-GCaMP6m) into each of the selected brain 
regions at a rate of 100 nL/min (Fig. 3c). A custom setup with a 
syringe and a barometer is used to control injection pressure and 
volume. To allow for local diffusion and avoid possible reflux, the 
glass injection pipette (10–20 μm diameter) is kept in place after 
each injection for at least 5 min. 

Implantation Prior to the insertion of the fiber array, we mounted 
the implant on a manipulator, with the fibers oriented vertically, 
and then aligned the longest fiber tip relative to several anatomical 
landmarks, e.g., midline, bregma, and the surface of the brain 
(Fig. 3d). This procedure ensures that all fibers inserted will be 
oriented towards the selected regions according to the brain atlas. 
Prior to fiber implantation, we use the fine needle of an insulin 
syringe to slightly scratch the dura at the brain surface in several
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Fig. 3 Surgical procedures and implantation of the multi-fiber array. (a) Fixate the mouse in the stereotactic 
frame (1). Attach the mask (2) for the gas anesthesia (O2 with 1.5% isoflurane). (b) Remove fur, skin, and 
expose the skull bone (3). Dry and remove connective tissue on the skull (4). Use i-Bond adhesive (5). Drill slit-
shaped craniotomy (6). (c) Inject calcium sensor (e.g., GCaMP) into the target brain regions (7). (d) Align the 
multi-fiber implant to the brain (8) with the help of reference anatomical landmarks (e.g., bregma, midline,



►

places. This reduced the pressure on the cortex as we advanced the 
12-fiber array into the brain. While moving fibers into the brain, we 
monitor the depth of the longest fiber but also note down the 
depth coordinate reading when shorter fibers touch the surface. 
Based on this reading the expected distances can be compared with 
the actual geometric distances so that the advancement into the 
brain can be slightly adjusted to achieve the best possible placement 
of the fiber tips.
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Implant Fixation We seal the craniotomy with Vaseline, which 
melts at body temperature and completely covers the craniotomy. 
Next, we apply dental cement (Tetric EvoFlow A1) on the skull and 
around the implant followed by UV light curing (Fig. 3d). A light-
weight metal head post is additionally cemented to the skull, allow-
ing for head-fixation during the behavioral experiments. After 
2 weeks of recovery, mice can enter the experimental workflow. In 
our experiments, mice were habituated to head-fixation and trained 
in a go/no-go texture discrimination task [94]. 

2.4 Experimental 

Timeline 

In our first experiments we induced neuronal expression of 
GCaMP6m through multiple injections of AAV2.9-hSyn-
GCaMP6m into 12 targeted brain regions [53, 57] (Table 1) of  
C57BL/6 mice (Fig. 3c, e). However, this approach is laborious 
and the difficulty and duration of the surgery scales with the num-
ber of injection sites. If available and appropriate for the research 
goal, the use of transgenic mice [72, 73] with neurons of interest 
already expressing GCaMP or another fluorescent activity sensor is 
an attractive alternative. Because the choice of indicator(s) and the 
method to express them in specific cells and regions depend on the 
specific aims of a project, no general recommendation can be made. 
We encourage the reader to consider these important points when 
designing their future experiments. 

Three weeks after fiber implantation mice were handled by the 
experimenter and, if necessary, accommodated to head fixation. 
Please note that a 2- to 3-weeks post-surgery time period should 
be incorporated into the experimental timeline. First, virally 
induced expression of GECIs (e.g., GCaMP under the human

Fig. 3 (continued) lambda). Find the surface of the brain (9) by touching the exposed tissue with the longest 
fiber. Mark this as a zero-depth coordinate. Slowly insert the multi-fiber implant into the brain tissue (10) to 
the planned depth. Apply the cement around the ferrule to attach the implant to the skull (11). (e) Examples of 
histology showing GCaMP6 expression in neurons in CPu, iGP, VM, and RT. Positions of the 120-μm diameter 
fiber tips are indicated by dashed lines. (f) Top: Confocal image of astrocytes surrounding the fiber shaft in the 
hippocampal CA1 region (yellow). The CA1 pyramidal layer is marked by a dense band of DAPI-stained nuclei 
(blue). Bottom: Similar image with EGFP-stained microglia in the CX3CR1-EGFP mouse line. A moderate 
astroglia scar formation is detected near the optical fiber. Microglia density is not markedly changed, except 
for corpus callosum above CA1. (Modified with permission from Sych et al. [57])



synapsin promoter) requires about 2 weeks to reach a sufficient 
expression level. In addition, homeostatic brain tissue regulation, 
i.e., post-surgery brain healing including recovery from initial 
astrocytic and microglia activation, often takes several weeks. 
When multiple optical fibers are implanted into the brain they 
push and displace tissue and may cause microlesions. Although we 
apply relatively thin fibers (with the integral fiber volume even for a 
48-fiber implant being about five times less compared to typical 
chronic GRIN lens or cannula implants) tissue reactions may occur 
and sustain. To assess potential brain damage, we performed histo-
logical characterization of brain slices. One month post-surgery we 
did not find evidence for elevated microglia activity surrounding 
the implanted fibers in terms of cell counts and anatomical organi-
zation of microglia processes (Fig. 3f). Microglia around and below 
the optical fiber shafts was similar to the non-implanted contralat-
eral hemisphere. Astrocytes formed a ~20-μm layer of scar tissue, 
not precluding the detection of GCaMP expressing neurons just 
below each fiber tip. We therefore conclude that experimental 
conditions 3–4 weeks after fiber implantation are suitable for in vivo 
photometric recordings.
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Table 1 
List of the brain regions 

dCpu Caudate putamen (striatum), dorsal-lateral part 

vCPu Caudate putamen (striatum), ventral-lateral part 

iGP Globus pallidus, internal part 

VM Ventromedial thalamic nucleus 

VL Ventrolateral thalamic nucleus 

LD Laterodorsal thalamic nucleus 

RT Reticular thalamic nucleus 

CA1 CA1 field of the hippocampus, dorsal-lateral lamina 

CA1Py CA1 field of the hippocampus, pyramidal lamina 

CA1Mol CA1 field of the hippocampus, stratum lacunosum moleculare 

DG Dentate gyrus 

M1 Primary motor cortex, posterior part 

S1BF Primary somatosensory cortex, barrel field 

2.5 Extraction of 

Multi-fiber Implants 

from the Brain 

Multi-fiber implants have dense arrays of fibers positioned close to 
each other (standard pitch, i.e., center-to-center distance for the 
neighboring fibers, is 250 μm). When fibers are implanted into the 
brain, they displace the brain tissue. From our experience, we see 
that the brain tissue between fibers stays mostly intact, but



sometimes superficial tissue at the cortical surface is attached to 
fibers. To register histological data from every subject to the refer-
ence brain atlas, the fiber tracks and all surrounding tissue should 
be maximally preserved, keeping all anatomical features for the 
brain regions of interest. One of the options to preserve the tissue, 
after perfusion of the animal, is to keep the head of the mouse in the 
fixative (1.5% PFA solution) for 1–2 weeks at +4 °C. Afterwards, 
remove the connective tissue around the head, the jaw, and the 
bottom of the skull with small scissors and keep the sample for one 
more week in the fixative solution. Next, access the brain from the 
ventral side and pull the brain gently out from the bottom. The 
brain should smoothly detach from the fiber array, leaving no 
connective tissue between neighboring fibers. 
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2.6 Histological 

Verification of Fiber 

Tip Positions Relative 

to the Target Brain 

Regions 

To identify the position of each fiber tip relative to the targeted 
brain region, one needs to register histological images to the refer-
ence atlas. Initially we used a rather sophisticated approach consist-
ing of multiple steps. Image processing was performed on grayscale 
confocal images taken from autofluorescence background in coro-
nal histological sections. To obtain a sharp edge at the brain’s 
midline in each coronal slice of the brain, all images were manually 
segmented from the background using the Lasso segmentation 
tool of the software Avizo 9.3.0 (FEI, Hillsboro, Oregon). The 
preprocessed images were then registered to the Allen Mouse Brain 
volumetric atlas [95] (downloaded from the Scalable Brain Atlas 
[96]) with the help of Avizo Software. The sharp midline edges of 
the brains and the atlas [97] reference data imposed an additional 
anatomical constrain and thus improved the alignment. The regis-
tration was implemented in two steps, first using only rigid-body 
transformations (translation and rotation), then allowing for iso-
tropic scaling and, if needed, additional anisotropic scaling. All 
registered slices were validated by a human. Next, fiber tracks 
were manually segmented in each slice using Avizo’s Lasso segmen-
tation tool. Reconstructions of tracks allowed us to identify the 
fiber ends and obtain their coordinates in the atlas space. 

Recently several open-source software packages were devel-
oped to track one- or multi-electrode shanks across the brain and 
to register them to the brain atlas [98, 99]. These software packages 
often include graphical user interface and, hence, greatly simplify 
the workflow. Above we described our initial workflow rather for 
educational purposes, to give an idea about the underlying logic of 
histological verification. However, we encourage the reader to use 
more recent packages, which integrate all the steps within one 
software. Tissue clearing [100], light-sheet imaging [101, 102], 
and subsequent 3D reconstruction is another newly developed 
alternative to track electrode and optical fiber shafts in the brain 
tissue [103].
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3 Methods 

3.1 Practical Tips for 

Photometric 

Recordings 

To ensure high quality of the acquired photometry data, we rec-
ommend the following procedures before starting the recording. 
First, switch on the setup to warm up LEDs (or lasers) well in 
advance. Second, we also suggest to bleach optical fibers with the 
470 nm or 405–425 nm excitation light for ~2 h prior to the start 
of recording (no animals connected). Third, before connecting the 
fiber bundle to the multi-fiber implant, the surface of the implant 
should be cleaned from dust and other debris to allow for tight 
contact between the fiber bundle to the implant(s). For this, we use 
fiber cleaning products: we hold a piece of the fiber cleaning cloth 
(FCC-7020, Thorlabs) with forceps, such that sharp forceps tips are 
covered in the cloth; next we spray the fiber cleaning fluid (FCS3, 
Thorlabs) on the cloth and gently brushed the surface of the 
implant and across the guiding pins. To connect the fiber bundle 
to the implant, mice are either head-fixed, or we hold the head still 
with the help of a small metal bar that was implanted on the side of 
the skull during the surgery. After connecting the mouse to the 
measurement setup, the baseline fluorescence should increase on all 
channels suggesting that this additional fluorescence comes from 
the cells expressing the fluorescent indicator (in our case 
GCaMP6m) and that fiber coupling is good. Fourth, we suggest 
to visually verify that no gap exists between the fiber bundle and the 
implant across the full width of the implant. Finally, examine the 
dynamics of the baseline fluorescence, which should be stable, not 
decaying less than 1% per minute. Otherwise, the excitation light 
intensity might be too high, causing substantial photobleaching of 
the fluorescent indicator, and therefore should be reduced. When 
both 470 nm and 405–425 nm control wavelengths are used, the 
photobleaching rate should be quantified independently for both 
wavelength ranges. On the longer time scale (minutes to hours) 
photobleaching may deplete the pool of available sensor molecules 
and therefore reduce the signal-to-noise ratio (SNR) of the 
recorded fluorescence signals. On the other hand, the excitation 
light intensity should also be set to a reasonably high level to 
provide sufficient SNR and enable ΔF/F measurement of indicator 
dynamics. In general, as photobleaching depends on the properties 
of the specific sensor as well as the experimental setup, optimization 
is required for each lab and project individually. 

3.2 Example Multi-

fiber Photometry Data 

In this section we give examples of multi-fiber photometric record-
ings using a laser-based illumination setup as described in 
[57]. Multiple front pieces (two with 12 fibers and one with 
24 fibers) were implanted on the left hemisphere of mice 
(C57BL/6, male, surgery done at 3 months age). We simulta-
neously recorded calcium signals from the targeted brain regions 
(Table 2) by exciting GCaMP fluorescence with 470-nm laser light
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Table 2 
List of the brain regions 

12F anterior lM1 Primary motor cortex, lateral part 
AI Agranular insular cortex 
mM1 Primary motor cortex, medial part 
Pir Piriform cortex 
LO Lateral orbital cortex 
AOL Anterior olfactory nucleus, lateral part 
AOD Anterior olfactory nucleus, dorsal part 
M2 Secondary motor cortex 
VO Ventral orbital cortex 
Cg1 Cingulate cortex, area 1 
PrL Prelimbic cortex 
MO Medial orbital cortex 

24F medial, or 12F medial (selected 
subset) 

S1BF Primary somatosensory cortex, barrel field 
S2 Secondary somatosensory cortex, barrel field 
M1 Primary motor cortex, posterior part 
CPu Caudate putamen (striatum), lateral part 
dCpu Caudate putamen (striatum), dorsal-lateral part 
vCPu Caudate putamen (striatum), ventral-lateral part 
BLA Basolateral amygdaloid nucleus, anterior part 
BMA Basomedial amygdaloid, anterior part 
LaDL Lateral amygdaloid nucleus, dorsal part 
GP Medial globus pallidus 
iGP Globus pallidus, internal part 
eGP Globus pallidus, external part 
LGP Lateral globus pallidus 
VPM Ventral posteromedial thalamic nucleus 
VPL Ventral posterolateral thalamic nucleus 
VM Ventromedial thalamic nucleus 
VL Ventrolateral thalamic nucleus 
LD Laterodorsal thalamic nucleus 
Po Posterior thalamic nuclear group 
RT Reticular thalamic nucleus 
CA1 CA1 field of the hippocampus, dorsal-lateral lamina 
CA1Py CA1 field of the hippocampus, pyramidal lamina 
CA1Mol CA1 field of the hippocampus, stratum lacunosum 

moleculare 
DG Dentate gyrus 

12F posterior S Subiculum 
vDG Dentate gyrus, ventral part 
vCA1Mol CA1, stratum lacunosum moleculare ventral part 
mV1 Primary visual cortex, medial part 
lV2 Secondary visual cortex, lateral part 
BIC Nucleus of the brachium inferior colliculus 
SubB Subbrachial nucleus 
RSG Retrosplenial granular cortex 
InWh Intermediate white layer of the superior colliculus 
DpMe Deep mesencephalic nucleus 
SuG Superficial gray, superior colliculus 
LPAG Lateral periaqueductal gray



through 48 fibers in parallel. The exposure time for the sCMOS 
camera was set to 50 ms (20 Hz frame rate). We communicated 
with the Hamamatsu ORCA Flash4 camera via the drivers provided 
and with high-level functions written in LabView. Many types of 
cameras are supported by user-friendly libraries for Python, 
MATLAB, and LabView. Please note that if additional computa-
tional routines are included in the loop for acquiring frame-by-
frame data, the camera will work slower as compared to the 
expected frame rate, with the effective rate given by the inverse of 
the sum of exposure time and read-out time. Useful computational 
routines, prior to saving data, may include integrating pixel inten-
sities for the ROIs defined for each fiber facet image. If only 
preprocessed data are saved, the amount of information stored on 
the hard drive can be greatly reduced. Other useful computational 
routines may include parallel data acquisition of trigger signals for 
synchronization with the behavioral setup (e.g., behavioral training 
for goal-directed behaviors, behavioral video data, and any type of 
electrophysiological recording). The acquisition speed of the cam-
era should relate to the properties of the indicator to minimally 
compromise its temporal dynamics. For example, typical impulse 
response profiles of GECIs show 10-20 ms rise time and 100 ms 
decay time. Therefore, a 20-Hz frame rate is adequate. However, if 
the camera is run in triggered mode to acquire interleaved frames 
with 470-ns and 415-nm LED illumination, the frame rate should 
be doubled to 40 fps to maintain an effective rate of 20 Hz for 
quasi-simultaneous recording at two excitation wavelengths. With 
advanced kinetic properties of new indicators [61], camera frame 
rate should be further increased.
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In our experiment, mice were head-fixed and trained to per-
form a go/no-go tactile texture discrimination task [94]. Multi-
fiber implants were placed in the left hemisphere targeting 
distributed regions across frontal cortex, the basal-ganglia tha-
lamo-cortical network and the posterior forebrain (Fig. 4a; full 
list of regions in Table 2). When mice licked after a “go” texture, 
the trial was rewarded with a water drop (Hit trial), whereas licking 
after a “no-go” texture was punished with a short time-out and 
white sound noise (False alarm). Typically, it takes mice about 
2 weeks to associate the “go” texture with reward and withhold 
licking for a “no-go” texture (Correct rejection, CR trial), thus 
becoming an expert in reliable discrimination between two types of 
tactile stimuli. We observed diverse time courses of ΔF/F signals 
across regions with amplitudes of up to 10–20%. Control experi-
ments confirmed that the signals represented calcium-dependent 
fluorescence. Specifically, excitation at 425 nm, a wavelength close 
to the isosbestic point of GCaMP6, produced rather flat ΔF/F 
traces with significantly lower variance compared to 470-nm exci-
tation, indicating minor contributions of intrinsic signal changes or 
motion artifacts (see Figure 1g in [57]). In each mouse, we
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Fig. 4 Multi-fiber photometry of mesoscale brain activity in the behaving mouse. (a) Left: top view 
of three implanted multi-fiber arrays (anterior “a” network: 12-fiber arrays at +2.4 mm from bregma, posterior 
“p” network at -4.1 mm posterior from bregma, and medial “m” network targeted with 24-fiber array 
at about-1  to -1.4 mm posterior from bregma). Right: schematic representation of coronal sections, diffuse 
green dots are target sub-regions for each channel. Channels are arranged from lateral to medial position. (b) 
Measurement examples of mesoscale activity during a tactile texture discrimination task for head-fixed mice. 
Trial-related calcium signals in the “a,” “p,” and “m” networks during correct trials. Six Hit and CR trials each 
are shown from one example expert mouse. Session-averagedΔF/F signals are displayed on the right for both 
Hit and CR trials. Labeling on the right indicates the subnetwork of task-specific regions differentially recruited 
during Hit and CR trials



recorded multiregional calcium dynamics and revealed trial-related 
ΔF/F signals above baseline in all regions. Notably, it was possible 
to perform multi-fiber photometric measurements chronically over 
several weeks, confirming the stability of the implants.
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From the multi-fiber calcium recordings, we found distinct 
activity patterns across multiple regions [53] (Fig. 4b). Brain-
wide networks were engaged both during correct trials, in which 
sensory stimuli predicted reward (Hit trials), and correct trials, in 
which no reward was available (CR trials). The temporal profile and 
amplitude of recordedΔF/F signals were predictive of the trial type 
containing information about the task, stimulus, and choice (i.e., 
motor action). Session-averaged signals revealed a subset of regions 
with most prominent differences of the Hit vs. CR ΔF/F signals 
(labeled regions for one example mouse in Fig. 4b). Multi-fiber 
photometry recording thus facilitates the discovery of task-specific 
distributed functional networks, especially when it is combined 
with studying multiple behavioral tasks in the same subject. 

3.3 Analytical 

Approaches for High-

Density Multi-fiber 

Photometry 

The following section briefly describes challenges for analysis and 
interpretation of mesoscale brain activity signals as measured by 
multi-fiber photometry. We do not provide a comprehensive over-
view of all available analytical approaches and refer to other reviews 
for more information on inference of multiregional interactions 
[104–108], population neural codes [109–112] and behavioral 
analysis [113–118]. One approach to account for behavioral con-
tributions is to fit a generalized linear model (GLM) [119] and 
estimate how much variance it can explain. The explained variance 
is a measure of how well a particular model or hypothesis can 
account for the variability in the data. It is commonly used in 
neuroimaging studies to assess the degree to which a particular 
brain region or neural activity pattern is associated with a specific 
cognitive or behavioral measure. The GLM can contain a set of 
normalized behavioral variables weighted by the model coefficients 
and fitted by linear regression to the training dataset (Fig. 5a). The 
explained variance and residual errors are then computed on testing 
dataset not used for training. Usually k-fold cross-validation is 
applied to train the model and prevent over-fitting (e.g., in case of 
fivefold cross validation, 80% of the data are used for training, and 
testing is performed on the remaining 20%). The average perfor-
mance of the model across all k iterations is used as an estimate of its 
performance on unseen data. The advantage of the GLM is that it 
represents the explained variance for each trial (Fig. 5b) allowing 
researchers to judge how much of their data is explained and during 
which trial periods. 

An alternative approach to account for task- and motor-related 
contributions is to define particular types of trials based on behav-
ioral outcomes or movement patterns and to train a statistical 
model to discriminate these categories based on neural data. A



classifier model (e.g., Linear Discriminant Analysis (LDA), Support 
Vector Machines (SVM), or Random Forest based on Decision 
Trees) is applied to the labeled neural data (Fig. ). k-fold cross-
validation is used to test how well the model can classify across 
given categories. If the classifier is able to predict the trial identity in 
at least a fraction of trials, we may conclude that neural activity 
represents task-relevant processing of the distinct information. 
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Fig. 5 Analytical approaches to explain mesoscale brain activity during tactile discrimination with behavior-
and task-related components. (a) Schematic description of the GLM analysis. All behavioral variables are 
normalized, concatenated across trials, and fed to train the GLM model. The model infers βn weights for n 
behavioral variables by fitting behavioral data-points with weights βn to the given normalized calcium signal. 
By repeating the same GLM analysis across all brain regions (channels) one can describe how various 
behavioral variables are represented in each given region. (b) Example of the calcium signal recorded with 
multi-fiber photometry in prelimbic cortex (blue) and the fitted GLM model (black) across several correct and 
rewarded trials (Hit). The period of sensory texture presentation is indicated by the 2-s green bar below, the 
reward period with the blue bar. In some trials, the GLM model described the calcium signal well. (c) 
Schematic description of the Linear Discriminant Analysis (LDA). Calcium signals along with the trial labels, 
defining the category, are fed to train the LDA. The model learns to predict the type of the trial based on the 
input brain activity (usually for a defined time window Δt in the trial). Prediction accuracy across channels 
informs us about how strongly the respective signals are related to the given task. (d) LDA may enable 
dimensionality reduction once the model is trained on signals across multiple channels that form the 
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recorded in two channels and for two labels (blue and red). LDA can separate into two categories (e.g., two 
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(blue line). Black line represents control by shuffling labels. Green and blue bars indicate stimulus and reward 
windows. (e) Map of brain regions with task-related and motor-related prediction accuracy



Compared to GLM models, classifiers do not give information 
about the explained variance within each trial but rather evaluate a 
session-based classification accuracy. For example, in our study [53] 
we classified Hit vs. CR, i.e., task-relevant information, by applying 
LDA to ΔF/F signals in each region individually and for all regions 
simultaneously (time window before the first lick occurred; ran-
domly selected 80% training data; 20% test data; fivefold cross-
validated). Prediction accuracy for LDA trained on all channels 
increased across the trial (Fig. 5d) and generally was higher com-
pared to LDA trained on single channels, consistent with 
distributed task-related activity. Next, to verify whether 
Hit vs. CR classification reflects motor-related behavior, we applied 
LDA during the same early stimulus window to classify CR vs. FA 
trials (i.e., same stimulus, different motor command). The accuracy 
of task- and motor-related classification depended on the brain 
region (Fig. 5e). For example, task-related classification accuracy 
was high in the somatosensory barrel cortex (and other subcortical 
regions), while motor-related classification was higher in the pri-
mary motor cortex and ventral medial and lateral nuclei of thala-
mus. The two types of comparisons (Hit vs. CR and CR vs. FA) also 
had distinct dynamics throughout task learning. While motor-
related classification peaked during the pre-learning phase and the 
first learning sessions, it gradually decreased back to the chance 
level for late expert sessions. In contrast, task-related classification 
showed gradually increasing accuracy towards expert sessions.
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Note that both computational approaches have certain limita-
tions. The results of such analyses should be carefully considered, 
and the underlying assumptions recognized. For example, it is 
rather difficult to have a complete description of motor behavior, 
making the model incomplete [120]. In the case of GLM-based 
analysis, this may lead to residual activity being misinterpreted as 
decision-related. The separation between sensory and motor 
aspects is already difficult for single neurons due to their mixed 
selectivity. Mixed selectivity refers to the ability of a neuron to 
respond to multiple types of stimuli or inputs. As an example, 
neurons have been found in the primary visual cortex (V1) that 
respond to complex patterns [121, 122] (combinations of edges 
and color, etc.) but also motor behaviors [123], such as paw 
movement. The problem becomes even more nuanced when con-
sidering that photometry typically averages across ensembles of 
neurons. Averaging multiple complex neuronal responses into 
one signal clearly poses a challenge. One of the available solutions 
could be to temporally separate decision- and motor-related activity 
by the task design (e.g., tasks with delayed motor response 
[87, 124]) or by selecting the brief period during the trial when 
the sensory stimulus is presented but a motor response has not yet 
detected [53]. Another suggestion is to carefully measure mouse 
behavior with a high-speed camera and at different view angles,



allowing to account for and model as many motor variables as 
possible. Note, however, that both strategies cannot exclude that 
the observed activity can be interpreted as a preparatory motor 
activity (pre-motor activity). 
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3.4 Multi-fiber 

Photometry in Freely 

Moving Animals 

The use of lightweight fiber bundles and miniaturized fiber arrays 
also allows for experiments where the subject can move freely. We 
showcased this opportunity by conducting proof-of-concept mea-
surements of brain activity in mice as they explore a new environ-
ment and a novel object [57]. We compared activity changes in 
various brain regions during different behaviors such as approach-
ing a novel object and rearing, to baseline activity during free 
exploration of the cage. Results showed increased activity in specific 
brain regions during object approach, and different activity patterns 
during rearing compared to baseline behavior. Upon object 
approach ΔF/F significantly increased in S1BF, CPu, GP, in baso-
lateral/basomedial amygdala (BLA/BMA), and in ventral postero-
lateral/posteromedial thalamic nuclei (VPL/VPM). Rearing, on 
the other hand, was correlated with increased ΔF/F values in DG 
and interestingly also with decreasedΔF/F values in S1BF and CPu 
as compared to baseline behavior. Further experiments and a more 
detailed analysis of behavioral variables are needed to better under-
stand the link between mesoscale brain activity and naturalistic 
behaviors. 

We also conducted multi-fiber photometry in two interacting 
mice by connecting separate branches of the fiber bundle to each 
animal and measuring the fluorescence signals with one photome-
try setup [57]. Two male mice (one with a 12-fiber implant, the 
other with a 36-fiber implant) were placed in the same cage and 
they approached each other multiple times during a session. Several 
regions in the amygdala were active during these social interactions 
(BLA, BMA, and a dorsal part of lateral amygdaloid nucleus LaDL, 
p < 0.01; one-way ANOVA test for ΔF/F distribution of samples 
for a relative distance between two mice “far,” i.e., >20 cm, or 
“close,” <10 cm). In addition, a brain-wide but specific network 
consisting of frontal cortical regions (anterior lateral motor cortex 
M1, insular cortex Ai, secondary motor cortex M2, lateral and 
medial orbital cortices LO and MO), sensory cortices (somatosen-
sory barrel S1BF, anterior olfactory nucleus AOL, piriform cortex 
Pir), subcortical basal ganglia (dorsal striatum CPu, pallidum GP), 
and thalamic regions (ventral thalamus VL and VPL) was recruited 
upon the close encounter with another animal (significantly 
increased ΔF/F; p < 0.01, one-way ANOVA test). This finding is 
consistent with recent studies [125], suggesting that neuronal 
ensembles in amygdala encode context- and brain-state-dependent 
information relevant for social interaction, while other areas such as 
S1BF and CPu may reflect multiple aspects of social touch and 
olfactory processing initiated by social interaction.
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A recent study explored the activity in multiple regions of the 
limbic system during social interactions of mice [126]. During 
sexual and aggressive behaviors, calcium signals of estrogen recep-
tor alpha (Esr1)-expressing cells were recorded in 13 brain regions 
using multi-fiber photometry. The authors found that conspecific 
sensory information, as well as social action initiation signals, are 
widely distributed in the limbic system and can be decoded from 
network activity. They also observed striking increases in functional 
connectivity in the network during the action initiation phase of 
social behaviors, whereas other behaviors were accompanied by a 
more dissociated network state. 

Overall, the application of high-density fiber arrays in freely 
moving animals can help us better understand the long-range 
circuits underlying complex naturalistic behaviors, including social 
interactions. The use of multi-fiber photometry allows for the 
simultaneous measurement of multiple subjects using only one 
relatively simple fluorescence setup that connects to the fiber bun-
dle, which can handle multiple animals. Simultaneous measure-
ments in multiple animals in a single experiment may provide 
valuable insights into the neural basis of social interactions and 
other behaviors that involve multiple individuals. Additionally, the 
use of high-density fiber arrays in freely moving animals allows for 
the measurement of brain activity in a more naturalistic setting 
compared to behaviors under head-fixation conditions. 

3.5 Tracking 

Longitudinal Changes 

of Brain Activity during 

Task Learning 

How large-scale brain activity reorganizes during task learning, 
linking stimulus-related sensory representations to task-relevant 
motor representations and thereby instantiating behavioral 
changes, remains largely unknown. Neuroimaging studies in 
humans can reveal changes in functional brain networks during 
task learning [127, 128]. However, such methods, mostly based 
on fMRI or EEG, have either limited temporal or spatial resolution. 
New methods to interrogate the large-scale brain dynamics for 
previously challenging longitudinal studies have emerged in ani-
mals. One promising approach is to repeatedly image neuronal 
activity during the entire training process. This chronic imaging 
can be done with high resolution in specific regions [129] or across 
multiple regions [130–132] at lower resolution. So far, these meth-
ods were limited to more easily accessible areas of the dorsal cortex 
using wide-field calcium imaging [30, 78–80, 87, 130, 131, 
133]. Using multi-fiber photometry, activity in multiple subcortical 
regions can be tracked longitudinally. For example, we have applied 
high-density multi-fiber photometry to track large-scale brain 
activity changes when mice learn a texture discrimination task 
[53]. We focused on the cortico-basal ganglia-thalamo-cortical 
network (CBGTC network), which is believed to be crucial in 
forming stimulus–response associations. Mice were trained until 
they reached an expert performance level of 70% correct trials,



which occurred within 1–15 days. The data were aligned to the first 
session after reaching expert performance and divided into a 
“naı̈ve” phase (sessions before first expert session) and an “expert” 
phase. In one group of mice, we used 12-fiber implants which 
targeted regions of the CBGTC network and the hippocampus, 
while in another group of mice, 48 fibers targeted the same set of 
regions plus additional regions. Using viral expression of a GECI, 
we simultaneously recorded bulk calcium signals in all targeted 
brain regions across many trials from the naive to expert phase. By 
analyzing the correlation of calcium signals with behavioral vari-
ables separately in the group of naı̈ve and expert mice, we found 
that the representation of the reward-predicting stimulus, the tex-
ture touch, became stronger during learning, while the representa-
tion of licking action and signals related to reward itself decreased in 
parallel in several brain regions. That is, nearly all regional ΔF/F 
signals showed increased correlation with the texture touch in 
expert mice, most prominently in cortical S1BF and M1, thalamic 
VM, and basal ganglia CPu and iGP (p ≤ 0.01 for S1BF, M1, VM, 
and CPu; p = 0.03 for iGP). Correlation with whisking also tended 
to increase in most regions, though not reaching significance. 
Correlation to licking decreased in basal ganglia CPu and iGP, 
cortical S1BF, thalamic VM, LD, RT, and hippocampal DG, 
CA1Py regions (p ≤ 0.01 for CPu, LD, DG, CA1Py, p ≤ 0.05 for 
iGP, VM, RT, S1BF; list of regions provided in Tables 1 and 2). 
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We reported learning-dependent changes for four major 
behavioral parameters: touch, whisking envelope, licking rate, and 
reaction time. While whisking envelope, licking rate, and reaction 
time experienced significant changes over the course of learning, 
touch probability stayed largely constant. Under the hypothesis 
that the observed calcium signals exclusively reflect motor behavior, 
one would expect their correlation to stay relatively constant with 
learning. However, this is not what we observed. Instead, when 
evaluating these correlations as a function of learning, we found 
that they show large changes, specific to individual brain regions. 
This indicates that behavioral changes cannot fully explain the 
learning-related changes of brain activity. Our results suggest that 
the mesoscale network spanning cortex, basal ganglia, thalamus, 
and hippocampus underwent a significant functional reorganiza-
tion during task learning [53]. 

Recently multi-fiber photometry was used together with a 
virtual-reality based behavioral task to observe neural activity pat-
terns associated with memory reorganization and stabilization on 
the time scale of several weeks [134]. By simultaneous measure-
ments in multiple brain regions (anterior cingulate cortex, entorhi-
nal cortex, basolateral amygdala, anterior thalamus, and 
hippocampus) researchers discovered a unique and prominent neu-
ral correlate of memory in the anteromedial thalamus during



memory retrieval. Activity in anterior thalamus also stabilized task-
relevant cortical representations, further strengthening the hypoth-
esis that anterior thalamus plays a key role for long-term memory 
formation [135]. 
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4 Conclusions 

Multi-fiber arrays complement existing neural interfaces for read-
out and optical control of large-scale network dynamics in the 
mammalian brain. Above we have highlighted the versatility of 
multi-fiber arrays and the advances they can bring to the field of 
circuit neuroscience. We discuss further prospects in terms of tech-
nology and applications. As with single-fiber approaches [31, 32], 
multi-fiber approaches will gain their full strength through combi-
nation with genetic tools for cell-type or pathway-specific expres-
sion of fluorescent indicators (for neuronal calcium levels [61], 
voltage [136–140], neuromodulator release such as dopamine 
[141], noradrenaline [142], glial dynamics [33, 143] etc.). In 
addition to pathway-specific labeling, soma-targeted or nuclear 
expression of calcium indicators [65, 66] could circumvent ambi-
guities in signal assignment and dissect mixed components in fiber-
optic bulk signals. 

High-density multi-fiber photometry can be further extended 
and improved. For example, fibers can be made less invasive by 
modifying fiber tips through fiber tapering [144, 145]. Alterna-
tively, other strategies to functionalize the implanted optical fibers 
can be used, for example, one fiber tip can accommodate multiple 
tens-of-micron-sized apertures along the fiber facet or embed mul-
tiple plasmonic nanoparticles to locally enhance fluorescence 
[146, 147]. However, such approaches are hardly scalable, limiting 
their applicability for in vivo applications. Additionally, collection of 
fluorescence photons across widely distributed fiber apertures also 
represents a considerable challenge, which can be solved with the 
state-of-the art design of integrated photonic waveguides 
[148]. Combining optical fiber probes with electrophysiological 
recordings is another direction where a lot of recent research efforts 
has been directed to, such probes allow simultaneous recording of 
spiking neural activity and its optogenetic interrogation [149– 
152]. Recently, a new set of multichannel flexible probes based on 
integrated circuits was developed. Such probes combine optical 
fibers and conducting sites for electrophysiological recording, 
integrated pre-amplifiers [153] and μ-LEDs for optogenetic 
manipulations [154, 155]. 

In summary, high-density multi-fiber photometry comple-
ments the multitude of techniques for optical interrogation of 
neural circuits by filling a niche and providing a relatively simple 
and low-cost method to study brain circuitry on the mesoscale. Its



application is highly versatile, reaching from targeted investigations 
of specific communicating neuronal subtypes in head-fixed mice, to 
studies of distributed cross-regional signal flow in freely behaving 
animals, to coupled simultaneous recordings of brain activity in 
naturally interacting mice. With increasing recognition of the 
strengths, versatility, and the further potential of multi-fiber 
approaches, their application is likely to expand in the near future. 
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5 Notes 

1. Fiber photometry signals report changes of average (bulk) 
fluorescence intensity in a specific region of interest, represent-
ing, for example, the population-average activity from all 
labeled neurons and neuropil located in the recording volume. 
The effective recording volume is defined by the properties of 
optical fibers [50, 51] (i.e., numerical aperture (NA) and fiber 
diameter), by the extent of labeling, and by the tissue proper-
ties (i.e., scattering and absorption of excitation and emission 
light as well as patterns of blood vessels in the vicinity of the 
fiber tip). Researchers may change the recording volume by 
using optical fibers with different properties, for example, fibers 
with higher numerical aperture (NA) and larger diameter sam-
ple fluorescence from larger recording volumes. 

2. Because action potentials cause changes in intracellular calcium 
concentration, GECI fluorescence changes can be used to infer 
underlying neuronal spiking. In addition, more localized cal-
cium signals occur in axonal and dendritic processes that are 
linked to synaptic transmission and dendritic integration. For 
glial cells such as astrocytes, intracellular calcium signals also 
play essential roles and are a prominent readout of glial activity. 
Because fiber photometry records a bulk fluorescence signal, it 
may represent a mixture of components depending on specific-
ity and locality of labeling. For example, if only neuronal 
somata are labeled with a calcium indicator (using a soma-
targeted indicator version), the photometric signal mainly will 
represent spiking activity in the local population. Recent prog-
ress in the development of molecular sensors allow such precise 
targeting to somata [65, 66], or axons [67]. However, more 
typically the recorded fluorescence contains additionally den-
dritic, synaptic, and axonal calcium signal components (i.e., 
neuropil signals), which may reflect input signals to the selected 
brain region, originating in distant regions. In this situation, 
when the fluorescence signals recorded from somata and neu-
ropil are distinct, the volume-average of the fiber photometric 
signal poses a further interpretational challenge.
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One approach to experimentally characterize and validate 
photometric calcium signals is to simultaneously record neuro-
nal spiking activity with electrodes. In an earlier study we 
implanted single 100-μm diameter optical fibers glued together 
with four tetrodes for extracellular recording of multiunit activ-
ity (Supplementary Figure 3 in [57]). Tetrodes were positioned 
around the fiber and cut down to the fiber tip. The probe was 
implanted in the motor cortex of mice. Mice were trained in a 
go/no-go tactile discrimination task allowing us to compare 
optical and electrophysiological recordings across multiple 
trials of repeated goal-directed behavior. We did not observe 
large differences between the optical and electrical recordings 
[57], indicating that under our conditions the fluorescence 
signal is a useful proxy of local spiking activity. However, note 
that in our analysis we averaged both signals across trials, 
representing their activity in terms of probability distributions 
relative to the trial-related events of sensory stimulation and 
reward delivery. In another study [156], calcium signals 
recorded with fiber photometry in striatum primarily reflected 
non-somatic changes of calcium concentration possibly reflect-
ing dendritic and synaptic signals. 

3. The optical properties of the tissue and the dynamics of blood 
vessels might be changing in vivo, contributing to intrinsic 
optical signal changes. In brain tissue, the hemodynamic 
response, reflecting changes in hemoglobin oxygenation/de-
oxygenation ratio in the blood and in flavoprotein concentra-
tions, can lead to intrinsic optical signal changes [91, 92, 
157]. These changes may contaminate activity indicator sig-
nals, especially since hemodynamic responses themselves are 
tightly coupled to endogenous brain activity [93]. Thus, 
hemodynamic responses must be assessed in control experi-
ments (e.g., by expressing GFP) or may need to be corrected 
with a dual-color fluorescence measurement. For GCaMP 
recordings, one approach is to add a violet LED illumination 
path, with an excitation wavelength in the 405–420 nm range, 
where GCaMP fluorescence is approximately calcium-
independent. The violet-excited reference signal can then be 
used to correct the signals recorded with other excitation 
wavelengths (e.g., 470–490 nm for GCaMP) to uncover the 
“true” functional signal related to cellular activities. 
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Chapter 6 

Widefield Imaging Combined with a Transparent 
Electrographic Probe 

Chi Ren, Xin Liu, Duygu Kuzum, and Takaki Komiyama 

Abstract 

Simultaneous recording from multiple brain regions is essential for understanding large-scale interactions 
among distributed neural networks. Recent advances in recording techniques have brought about increased 
knowledge of how different brain regions cooperate in various cognitive processes. Here, we describe a 
protocol combining widefield calcium imaging with electrical recordings using a flexible, insertable, and 
transparent microelectrode probe (Neuro-FITM). This multimodal approach allows simultaneous record-
ing of neural activity from the dorsal cortex and subcortical brain regions in awake, head-fixed mice. This 
protocol provides guidelines on how to implement this technique, including surgical preparation, recording 
setup, and data processing. 

Key words Widefield imaging, Electrical recording, Transparent electrographic probe, Flexible 
microelectrode, Multimodal recording 

1 Introduction 

The brain functions through communication across multiple brain 
regions to drive behavior and cognition. The properties of such 
large-scale interactions cannot be deduced from the characteriza-
tion of individual regions separately. Instead, it requires simulta-
neous recording from multiple regions. Recent advances in 
recording techniques have enabled researchers to monitor large-
scale brain activity at unprecedented spatiotemporal scales and 
deepened our understanding of how different regions cooperate 
to generate perception and behavior [1–4]. 

Widefield imaging is well suited for recording neural activity 
with extensive spatial coverage through one-photon excitation 
[2, 3, 5, 6]. Although this technique normally does not resolve 
individual cells, it enables simultaneous capturing of neural dynam-
ics across brain areas with a sufficient spatial and temporal resolu-
tion to resolve behaviorally relevant information. Meanwhile,
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recent improvements in genetically encoded fluorescent indicators 
[7, 8], especially the calcium indicator GCaMP family, have 
increased the signal-to-noise ratio in widefield imaging. GCaMP 
fluorescence is sensitive to changes in intracellular calcium levels, 
which are dominated by action potentials, and therefore reports 
neuronal spiking activity with bright fluorescent transients. The use 
of transgenic mice allows broad and stable endogenous expression 
of GCaMP in specific neuronal populations [9, 10]. These advan-
tages make widefield calcium imaging with GCaMP an attractive 
approach to characterizing large-scale neural dynamics in behaving 
animals.
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On the other hand, widefield calcium imaging only has access 
to the cortex because of the strong scattering of the excitation and 
emission light of GCaMP (~485 and ~520 nm, respectively) in 
brain tissue. Attempts have been made to compensate for this 
limited recording depth of widefield calcium imaging by combining 
it with other recording modalities, such as fMRI and electrical 
recordings [11–14]. These multimodal recording techniques have 
been effective in a systematic investigation of the functional rela-
tionships between cortical or subcortical regions [13, 14]. 

To achieve simultaneous widefield imaging and electrical 
recordings, we developed a transparent, insertable, and flexible 
microelectrode probe (Neuro-FITM) [13]. Transparency mini-
mizes the formation of optical shadows and thus prevents blocking 
of the field of view (FOV) in widefield imaging. The high flexibility 
allows the bending of the probe shank and the connected amplifier 
board away to fit into the working distance of the microscope 
objective. These two features enable vertical implantation of the 
Neuro-FITM probe to the target brain region, minimizing implan-
tation damage compared to other opaque and rigid probes (e.g., 
Neuropixels [14], Neuronexus [12]) that have to be inserted 
obliquely when combined with widefield imaging. With Neuro-
FITM, we have performed simultaneous widefield calcium imaging 
of the dorsal cortex and electrical recordings of the hippocampus in 
awake, head-fixed mice [13]. We found a selective and diverse 
interaction between the hippocampus and large-scale cortical activ-
ity during awake hippocampal sharp-wave ripples (SWRs), which 
might be unlikely to be revealed by classical recording techniques. 
In this protocol, we use our study as an example to provide guide-
lines on implementing this multimodal recording technique and 
hope to facilitate a broader application in investigating the interac-
tions between the cortex and other subcortical structures.
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2 Materials 

2.1 Transparent 

Electrographic Probe 

for Electrical 

Recording 

The Neuro-FITM probe was designed as a three-layered structure 
(Fig. 1). The transparent and flexible Parylene-C material was used 
as the substrate (14-μm thick) and top encapsulation layer (2-μm 
thick), with Au wires (2-μm wide, 100-nm thick) in between. The 
probe contains 32 or 64 circular openings as the electrode record-
ing sites, each with a diameter of 10 μm connected to the Au wire. 
To lower the impedance for single-unit recording, platinum nano-
particles (PtNPs) were deposited onto electrodes and the imped-
ance was reduced to ~ 150 kΩ at 1 kHz. For the probe designed to 
record in the mouse hippocampus, the electrodes are aligned in two 
rows with 50- or 20-μm spacing between adjacent sites, and the 
distance between the top and bottom sites is 750 μm, which is long 
enough to record from the hippocampal CA1 region in the dorsal-
ventral axis. To achieve a shuttle-free insertion into the brain, the 
length of the probe was carefully engineered to 1.8 mm, which is 
long enough to reach the CA1 region of the mouse hippocampus, 
yet short enough to prevent buckling during insertion. Note that 
the Neuro-FITM probe can be fabricated in various configurations 
depending on the needs of specific experiments (see Note 1). 

2.2 Transgenic 

Mouse Lines for 

Widefield Imaging 

To image the cortex-wide activity of excitatory neurons, we crossed 
tetO-GCaMP6s transgenic mice (JAX 024742) [10] to CaMKIIa-
tTA transgenic mice (JAX 003010) [15] to generate double-
transgenic offspring. In these double-transgenic mice, the expres-
sion of GCaMP6s depends on the presence of the tTA protein, and 
the latter is under the regulatory control of the excitatory neuron-
specific CaMKIIa promoter. Therefore, the expression of 
GCaMP6s in the cortex is restricted to excitatory neurons. Both 
homozygotes and heterozygotes can be used as parents for

Fig. 1 Design of the Neuro-FITM probe. (a) A Neuro-FITM probe connected to the 
customized printed circuit board. (b) Microscope image showing the layout of the 
32 electrodes at the probe tip. (c) Schematic showing an exploded view of the 
three-layered structure of Neuro-FITM. (d) SEM image of the probe showing 
10-μm-diameter electrodes and 2-μm-wide Au wires. (e) Magnified view of a 
single recording site. (f) SEM image showing PtNPs deposited onto the Au 
surface at each electrode. (Adapted from [13])



crossing. When heterozygous parents are used, PCR genotyping is 
required to identify offspring carrying both transgenic alleles.
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Although other transgenic mouse lines (e.g., Thy1-GCaMP6s 
(GP4.3) [9]) also express GCaMP6s specifically in excitatory neu-
rons, we favor this crossing setup as the double-transgenic offspring 
exhibit a strong and uniform expression of GCaMP6s in most 
cortical excitatory neurons and therefore yield bright optical signals 
that can be directly observed through the intact skull [10]. This is 
particularly beneficial to chronic imaging experiments as lower 
excitation light power is required to achieve a good imaging quality, 
reducing the risk of phototoxicity during repeated imaging. In 
addition, because of the bright fluorescent signals in these 
double-transgenic mice, the expression of GCaMP6s can also be 
confirmed by fluorescence imaging through the intact skull in an 
early step of the surgical procedure. In addition, we did not observe 
aberrant cortical activity in these double-transgenic mice, which has 
been reported in other GCaMP6-expressing transgenic mouse lines 
[16]. Note that researchers should choose transgenic mouse lines 
based on the neurons of interest and the needs of experiments (see 
Note 2). 

We used both adult (between 6 weeks and 4 months old) male 
and female mice in our experiments. Mice were group housed in 
disposable plastic cages with standard bedding in a room with a 
reversed light cycle (12 h:12 h). Temperatures and humidity ranged 
from 18 to 23 °C and 40% to 60%, respectively. Experiments were 
performed during the dark period. All procedures were performed 
in accordance with protocols approved by the University of Cali-
fornia San Diego (UCSD) Institutional Animal Care and Use 
Committee and guidelines of the National Institute of Health 
(NIH). 

2.3 Surgery Setup 

and Key Reagents for 

the Skull-Intact 

Surgery and Electrode 

Implantation 

Please see Table 1 for a detailed list of key equipment and reagents 
for surgical preparation. The headbar and headbar grips were cus-
tom manufactured with stainless steel (Fig. 2a). Other designs can 
also be used if the head fixation can be achieved without blocking 
the FOV over the dorsal cortex. The Neuro-FITM probe holder 
was custom designed and 3D-printed with Vero white (Fig. 2b). 

To avoid blocking the FOV of widefield calcium imaging, we 
used thin stainless steel wires as ground and reference electrodes 
and assembled them and the headbar together (Fig. 2c). One end 
of the wire was soldered to the male pin of a jumper wire for easy 
connection during recording. Stainless steel wires were isolated 
from the headbar with heat shrink tubes and fixed to the headbar 
with cyanoacrylate glue.
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Table 1 
Key equipment and reagents for surgical preparation 

Item Source Identifier 

Stereomicroscope and anesthesia system 

Leica M125 stereomicroscope Leica Microsystems M125 

Fiber optic light source with 
gooseneck 

Leica Microsystems KL 1500 LED 

Motorized micromanipulator Sutter instrument Cat#MP-285 

Mouse gas anesthesia system Vetequip Cat#901806, Cat#941444 

Mouse gas anesthesia head holder 
(nose cone and bite bar) 

KOPF Cat#1923-B 

Surgical tools 

Dental drill handpiece Midwest Tradition N/A 

Drill bit (FG 1/4) Henry Schein Cat#1007205 

Scalpel (#3) Fine Science Tools Cat#10003-12 

Fine scissors Fine Science Tools Cat#14060-11 

Forceps Fine Science Tools Cat#11223-20 

Double-end carver Henry Schein Cat#101-0333 

Reagents 

Vetbond 3MTM Cat#70200742529 

Cyanoacrylate glue Krazy Glue All Purpose, Precision Tip 

Dental acrylic cement Lang Dental Contemporary Lang Dental Ortho-
JetTM Powder and Jet Liquid 

Customized items 

Stainless steel headbar Custom-made N/A 

Neuro-FITM probe holder Custom-made N/A 

Headbar grips Custom-made N/A 

Stage for head-fixation Custom-made with 
pieces from Thorlabs 

N/A 

Other 

Stainless steel wires A-M Systems Cat#791900 

Gelfoam Ethicon 1975
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Fig. 2 Design of the head-fixation strategy (a), the Neuro-FITM probe holder (b), 
and the assembly of the ground/reference wires and the headbar (c). We added 
rubber layers to the rod and the clamp tips to increase the grip force between the 
micromanipulator and the holder, and the clamp and the probe, respectively 

2.4 Recording 

Systems 

For in vivo electrical recordings, we used the Intan RHD recording 
system (Intan Technologies). The Neuro-FITM probe was 
attached to a customized adaptor board that routed the electrical 
signals to the Intan RHD2132 amplifier boards (headstages) 
connected to the RHD USB interface board (Part #C3100). 
Other recording systems, such as Open Ephys, can also be used. 

For widefield calcium imaging, we used a commercial fluores-
cence microscope (Axio Zoom.V16, Zeiss, objective lens (1×, 0.25 
numerical aperture)) and a CMOS camera (ORCA-Flash4.0 v.2, 
Hamamatsu) to image cortex-wide activity through the intact skull. 
The software for image acquisition was HCImage Live (Hama-
matsu). There are a number of vendors that produce widefield 
microscopes. Widefield microscopes can also be custom-built 
[5]. In general, scientific cameras with a large FOV, high quantum 
efficiency, and fast frame rates (~15–60 Hz for imaging GCaMP6) 
are suitable for widefield imaging. 

We used TTL pulses to align the widefield imaging and electri-
cal recordings offline. The TTL pulse triggers the start of widefield 
image acquisition and is also recorded by the electrical recording 
system. 

3 Methods 

3.1 Surgical 

Procedure 

1. Prepare the surgical tools and the animal. 

Sterilize the surface of the surgery table, surgical tools, and the 
assembly of the ground/reference electrodes and the headbar. 

Anesthetize the adult mouse with isoflurane (3% in 100% O2 

for induction, 1–2% in 100% O2 for maintenance). Transfer the 
anesthetized mouse to an isoflurane ventilator with a nose cone and



a bite bar. The mouse is kept on a servo-controlled heating pad to 
maintain body temperature, and the breathing rate is kept at ~1 
breath/s during the entire surgery. Cover the eyes with Vaseline 
(Fig. 3a) to protect against drying and potential exposure to irritant 
chemicals (e.g., cyanoacrylate glue and dental acrylic cement) in the 
following surgical steps. 
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Fig. 3 Surgical procedures of the skull-intact preparation for widefield imaging and Neuro-FITM probe 
implantation. (a–d) Critical steps for skull-intact preparation (a, c, d) and implantation of the assembly of 
the ground/reference wires and the headbar (b). (e) The Neuro-FITM probe was held vertically by the custom-
built probe holder during insertion. (f) The probe was bent to the right side of the mouse after insertion and 
fixed to the skull. Note that in (e, f), the probe shank is largely invisible. The edge of the shank is marked by 
white dashed lines for visualization. (Adapted from [6, 13]) 

2. Expose the skull. 

Clean and antisepticise the scalp with 70% ethanol and beta-
dine. Remove a circular piece of the scalp to expose the skull. The 
expression of GCaMP6s can also be confirmed by fluorescence 
imaging through the intact skull at this point if necessary. Detach 
the muscles from the occipital bone (Fig. 3a, muscles within the 
black dashed line) with a scalpel and push the muscles away. This is 
to expose enough skull surface over the cerebellum to implant the 
assembly of the ground/reference electrodes and the headbar. It 
also extends the bone interface for cyanoacrylate glue and dental 
acrylic cement, which is critical for the steady implantation of the 
headbar. If bleeding happens, insert small pieces of gel foam into 
the gaps between the occipital bone and muscles to stop bleeding. 

Carefully remove the soft tissues on the skull surface using a 
scalpel (Fig. 3a). Be particularly gentle when scratching along the



bone sutures to avoid bleeding under the skull. A clean and smooth 
skull surface is critical to achieving even optical access throughout 
the dorsal cortex for widefield imaging. Therefore, it is important 
to avoid making deep scratches or notches on the skull when 
cleaning the soft tissues (see Note 3). Wipe the skull to remove 
any remaining soft tissues with cotton swabs soaked in 3% hydrogen 
peroxide. 
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3. Implant the assembly of the ground/reference electrodes and 
the headbar. 

Remove the gel foam. Open two small craniotomies (~0.5 mm 
in diameter) on the skull over the cerebellum for implanting the 
reference and ground wires (Fig. 3b, black circles). The distance 
between the two small craniotomies should be close to that 
between the stainless steel wires. Adjust the angle of the wires to 
ensure they can reach the cerebellum through the craniotomies. 
Trim the wires to the proper length. It should be slightly longer 
than the distance between the cerebellum and the occipital bone 
surface to ensure a secure touch between the wires and the cerebel-
lum. Place the assembly on the occipital bone (Fig. 3b, black 
arrow). Make sure the reference and ground wires touch the cere-
bellum, and the headbar is parallel to the transverse plane of the 
skull. Secure the assembly and fill the gaps between the occipital 
bone and muscles with cyanoacrylate glue and dental acrylic. 

4. Seal the skull with cyanoacrylate glue. 

Before applying cyanoacrylate glue, make sure the skull surface 
is dry. This is a deterministic step in creating a clear FOV for wide-
field imaging as the cyanoacrylate glue becomes opaque when 
encountering a wet surface. The skull should become white and 
less transparent as it dries (see Fig. 3c for a comparison between dry 
and moisturized skulls). If drying is too slow, gently blow the skull 
with a compressed air duster to facilitate drying and ensure dryness. 

After the skull is dry, apply a small amount of cyanoacrylate glue 
to the skull over the dorsal cortex. Evenly distribute the glue over 
the entire skull using a double-end carver to form a thin layer. Wait 
for the glue to cure to form a solid, smooth, and transparent layer. 
Curing usually takes ~5 min. Repeat this procedure three to four 
times to build a solid layer of cyanoacrylate glue (~0.5-mm thick) to 
protect the skull. The skull should gradually become more trans-
parent within 20 min and the brain blood vessels should become 
clearly visible (Fig. 3d). 

5. Transfer the animal to the portable head-fixation stage. 

To avoid damaging the implanted probe during head fixation, 
we prefer transferring the mouse to a portable head-fixation stage 
used in widefield imaging before probe implantation. Starting from 
this step, the mouse will be head-fixed by the custom-built headbar.
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6. Implant the Neuro-FITM probe. 

Here we use implanting the Neuro-FITM probe into the 
mouse hippocampal CA1 pyramidal layer as an example to intro-
duce the implantation procedure. Open a craniotomy (~0.5 mm in 
diameter, ~1.5–1.7 mm lateral, and ~2.1–2.3 mm posterior to 
bregma) above the target location with a dental drill in the right 
hemisphere for probe insertion. Carefully remove the dura over the 
exposed brain surface with a hooked insulin syringe needle (30 G). 
This is to facilitate the insertion as breaking the dura may generate 
extra resistance force that can bend the probe. 

As the probe cannot afford many twists after being fixed onto 
the skull, we first connect the probe, the adaptor board, and the 
Intan recording headstage together to avoid damaging the probe 
after implantation. The Neuro-FITM probe is held vertically above 
the insertion site by a custom-built probe holder attached to a 
micromanipulator (Fig. 3e), and the Intan recording headstage is 
held by a helping hands tool. It is important to place the headstage 
close to the probe so that the probe tip can be lowered smoothly 
during insertion. Insert the probe into the target location at 
~45 μm/s by manual control of the micromanipulator. Secure the 
probe to the skull with a small drop of Vetbond once it reaches the 
target. After the Vetbond becomes solid, carefully release the probe 
from the holder and bend the exposed part of the probe to the right 
side of the animal. Finally, fix the adaptor board and the headstage 
onto the right headbar grip arm on the stage (Fig. 3f). 

7. Intraoperative electrical recording. 

Intraoperative electrical recording is an effective method of 
determining whether electrodes have been delivered to the target 
brain region, especially when the target region exhibits some fea-
tured electrophysiological events. We also performed intraoperative 
electrical recording to ensure that the probe was inserted success-
fully into the hippocampal CA1 pyramidal layer. SWRs are typical 
biomarkers of neural activity in the hippocampal CA1 pyramidal 
layer [17]. SWRs arise from synchronous neural activity and exhibit 
fast oscillations with large amplitudes (Fig. 4b), which can be easily 
spotted in real time during electrical recordings. As SWRs mostly 
occur during sleep and quiet awake status, we turned off the 
isoflurane before probe implantation to bring the mouse awake. 
We first inserted the probe tip until one-third of the electrodes 
reached the target depth (~1 mm for CA1 pyramidal layer) and 
then monitored the electrical signals for ~30 min. If no SWRs were 
detected, we lowered the probe by ~100 μm and sought SWRs in 
intraoperative electrical signals again. We repeated this procedure 
until SWRs appeared and then fixed the probe or terminated the 
experiments if no SWRs were detected after 2-h intraoperative 
electrical recordings.
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Fig. 4 Simultaneous multimodal recordings from the cortex and the hippocam-
pus with the Neuro-FITM probe. (a) Left: surgical preparation for widefield 
imaging and Neuro-FITM probe implantation, showing the probe shank bent to 
the right side of the animal. The edge of the shank is marked by yellow dashed 
lines for visualization. Middle: example FOV of widefield calcium imaging. Note 
that the probe shank was largely invisible and generated minimal shadows on 
the overlaying cortex. Right: example of simultaneously recorded cortical activity 
and hippocampal SWR. (b) Representative LFP signals recorded by the Neuro-
FITM probe. Multiple channels (red) close to the CA1 pyramidal layer detected 
SWRs. HPC: hippocampus. (c) Spike waveforms of one example neuron recorded 
across 32 channels. (d) Penetrating trajectory of the Neuro-FITM probe visua-
lized by immunostaining against GFAP. The arrowhead indicates the trajectory in 
the CA1 pyramidal layer. GC6s: GCaMP6s. (Adapted from [13]) 

3.2 Electrical 

Recordings and 

Widefield Imaging of 

Spontaneous Activity 

in Awake Mice 

1. Electrical recordings of hippocampal activity. 

Electrical recording is performed using the Intan RHD record-
ing system (Intan Technologies) at a sampling rate of 30 kHz. 
Electrical noises are minimized by shielding the recording setup 
and the mouse with a Faraday cage connected to the utility power 
ground. Likewise, the ground of the Intan USB interface board is 
also connected to the utility power ground. The ground and refer-
ence pins on the mouse head are wired to the corresponding pins of 
the Intan headstage. Electrical signals are acquired with Intan RHX 
software. Besides channels for recording neural activity, a digital-in 
channel is used to audit the TTL signal for synchronization with 
widefield imaging.
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2. Widefield imaging of cortex-wide activity. 

The commercial system we used for widefield calcium imaging 
consists of a microscope (AxioZoom.V16 equipped with an objec-
tive lens (1 ×, 0.25 NA, FWD 56 mm), Zeiss), a camera (ORCA-
Flash4.0, Hamamatsu), and an imaging light source (HXP200C, 
Zeiss). The filter set for imaging GCaMP signals includes a band-
pass filter for the excitation light (485 ± 17 nm), a beamsplitter 
(500 nm), and a tunable bandpass filter centered at 520 nm for the 
emission light. As our imaging light source is a mercury short-arc 
lamp, we usually turn it on ~5–10 min ahead to warm it up to 
achieve a steady illumination. Widefield images are acquired with 
HCImage Live software (Hamamatsu). The frame size is set to 
512 × 512 pixels and the frame rate is set to 30 Hz (see Note 4). 
To ensure synchronization with electrical recordings, the start of 
image acquisition is triggered by a TTL pulse, which is a synchro-
nous signal for offline alignment between multiple recording 
systems. 

Once the mouse has fully woken up after surgery, place the 
portable head-fixation stage under the microscope and adjust its 
position until the cortex is in the center of the FOV 
(~11 mm × 11 mm). Then, adjust the height of the objective 
until the blood vessels are in focus. Due to the curvature of the 
cortex, the lateral blood vessels around the edges will be out of 
focus and appear slightly blurry (Fig. 4a, middle). This adjusting 
step may take ~5–10 min or even longer for beginners; therefore, it 
is important to minimize the power of excitation light during this 
step to avoid photobleaching of GCaMP signals. 

After the FOV has been settled, adjust the power of the excita-
tion light. To avoid saturation, the intensity of the brightest pixels 
(usually located in the retrosplenial cortex) should be ~50–60% of 
the full dynamic range of the camera sensor. For imaging GCaMP6s 
in cortical excitatory neurons, the light power is ~10–20 mW to 
obtain a good signal quality without inducing significant photo-
bleaching during ~3-h imaging. It should be noted that around this 
power level, the imaging depth is down to ~200 μm for ~485-nm 
light, covering cortical layer 1 and shallow layer 2/3. Due to the 
rapid decay of light intensity in brain tissue (decreasing to 50% at 
~100 μm and 10% at ~200 μm) [18], the majority of widefield 
signals likely come from layer 1. Cortical layer 1 mainly consists of 
dense neuropils, including dendrites from local neurons in layers 
2/3 and 5, and axons innervating these layer 1 dendrites. Although 
the majority of widefield calcium signals reflect local activity [19], 
the contributions of long-range axonal projections are not negligi-
ble, which raises extra caution in interpreting imaging results. 

Due to the large amount of data generated by electrical record-
ings (~0.5 GB/min for 32 channels sampled at 30 kHz) and wide-
field imaging (~1 GB/min for image size of 512 × 512 pixels



sampled at 30 Hz), we limit the duration of each recording session 
to be ~1 h to accommodate the computational capability for data 
processing. 
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3.3 Processing of 

Electrical Recording 

Data 

In general, we first apply a 60-Hz notch filter to the raw electrical 
signals to remove power-frequency noises and then apply bandpass 
filters to extract signals in the desired frequency range. For example, 
to identify SWR events in our experiments, the electrical signals 
from the channels near the CA1 pyramidal layer were bandpass 
filtered at 120–250 Hz (Fig. 4b). An eighth-order Butterworth 
filter was used in both forward and reverse directions to prevent 
phase distortion. 

The activity of individual neurons is isolated by spike sorting 
from electrical signals (Fig. 4c). In brief, spike sorting is a process of 
grouping spikes into clusters based on the similarity of their shapes. 
Because each neuron tends to fire spikes of a particular shape, the 
clusters correspond to the activity of different putative neurons. 
Many spike-sorting algorithms (e.g., Kilosort [20], MountainSort 
[21], and SpyKING CIRCUS [22]) have been well established, and 
readers can find a comprehensive comparison of their performance 
on SpikeForest (https://spikeforest.flatironinstitute.org). For spike 
sorting, we first high-pass filter the electrical signals at 250 Hz with 
a third-order Butterworth filter and whiten the data to remove the 
correlation between nearby channels. Then the Kilosort algorithm 
identifies the best templates and the putative clusters of neurons, 
along with their spike timing and amplitudes. These preliminary 
results are further manually curated by splitting different neurons, 
merging the same neurons, and labeling low-amplitude inseparable 
spikes as multiunit activities. Furthermore, the hippocampus pyra-
midal cells and interneurons can also be classified based on the 
firing rates and the asymmetry of spike waveforms [23]. 

3.4 Processing of 

Widefield Imaging 

Data 

We usually first bin widefield images from 512 × 512 pixels 
(~21.5 × 21.5 mm2 /pixel) to 128 × 128 pixels (~86 × 86 mm2 / 
pixel). Binning sacrifices spatial resolution, but also reduces noise 
and compresses data size for processing. After binning, the spatial 
resolution (~86 × 86 mm2 /pixel) is still sufficient to resolve activity 
within individual cortical regions. 

1. Obtain Δf/f time series for each pixel in widefield images. 

To account for different fluorescence intensities across pixels, 
we calculate Δf/f time series for each pixel to measure the relative 
changes in fluorescence intensity caused by activity. Here f is the 
time-varying baseline fluorescence, andΔf is the difference between 
the fluorescence intensity and the baseline. Given that each imaging 
session is ~1 h, the f for a given time point is estimated as the tenth 
percentile value over 180 s around it. For the start and end of each 
imaging session, the following and preceding 90-s windows are

https://spikeforest.flatironinstitute.org


used to determine the baseline, respectively. The length of the 
sliding window for f estimation can be adjusted based on the 
duration of the imaging session. For example, for a 5-min imaging 
session, we often choose a 30-s sliding window for f estimation. 
The goal is to estimate an f close to the fluorescence intensity where 
no apparent activation occurs. An ideal f should filter out fast signal 
transients but capture slow drifts in the fluorescence trace (e.g., the 
gradual decay of signal intensity during long-time imaging or accu-
mulated intensity drifts due to the slow decay time of GCaMP6). 
After normalization, theΔf/f time series should show a more stable 
baseline level while fast transients are retained (Fig. 5a). 
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2. Registration across multiple imaging sessions of the same 
mouse. 

When there are multiple imaging sessions from the same ani-
mal, images across different sessions can be aligned first before 
further processing, such as dimensionality reduction and ROI iden-
tification (see Note 5). For image registration, we first calculate the 
average frame of each imaging session, and then take the average 
frame of the first imaging session as the reference image. Registra-
tion can be performed by manually selecting landmarks on the 
average frame and the reference image or using automated algo-
rithms (such as “imregconfig” and “imregtform” in MATLAB) to 
generate a geometric transformation matrix, which aligns the aver-
age frame to the reference image. Then, the geometric transforma-
tion matrix is applied to its corresponding imaging session to 
complete registration. 

3. Remove hemodynamic artifacts from widefield signals. 

The raw fluorescence signals of widefield calcium imaging are 
contaminated by hemodynamic changes, as the excitation and 
emission wavelengths of GCaMP (~485 and ~520 nm, respectively) 
reside in the absorption spectrum of oxyhemoglobin and deoxyhe-
moglobin. Several methods are available to correct hemodynamic 
contamination. One prevalent method is using a secondary wave-
length of light (e.g., violet light at ~405 nm) to estimate calcium-
invariant reflectance changes caused by hemodynamics, which can 
then be used for a regression-based subtraction of hemodynamic 
signals [5, 10, 24, 25]. Another analytical correction method that 
we often use is to extract hemodynamic components using principal 
component analysis (PCA) followed by independent component 
analysis (ICA), and then reconstruct the corrected widefield signals 
from the remaining components that reflect neural activity [13, 19, 
26] (Fig. 5b). This analytical method may require large computing 
power when imaging data size increases. Different ICA algorithms 
can be applied based on the available computing power. See refer-
ence [27] for a detailed comparison between different algorithms.



154 Chi Ren et al.

Fig. 5 Processing of the widefield imaging data. (a) Raw fluorescence signals, estimated baselines (f), andΔf/f 
traces of two example pixels with different brightness are shown here. Here we chose a 30-s sliding window 
to estimate f for a 5-min imaging session. Note that the f captures the differences in fluorescence intensity 
between two pixels and the slow drifts in raw fluorescence traces (potentially due to the slow decay time of 
GCaMP6s). After normalization, the Δf/f time series shows a more stable baseline level while fast transients 
are retained. (b) Procedures of using PCA-and-ICA analysis to remove hemodynamic artifacts from widefield 
signals. The 3D Δf/f image stack is first transformed to a 2D matrix for PCA where pixels are treated as 
variables and frames are treated as observations (i). Then, spatial components are extracted by PCA-and-ICA 
analysis. Here, most spatial ICs correspond to known cortical regions or hemodynamic artifacts. ICs attribut-
able to artifacts (e.g., hemodynamic signals) are visually identified and excluded (ii). Last, Δf/f images are 
reconstructed by multiplying the remaining ICs corresponding to cortical regions with their time series. As the 
initial PCA subtracts the mean of each pixel, the mean value from the original Δf/f image stack is added. The 
resulting reconstructed images retain the activity of cortical regions while effectively reducing artifacts. White 
arrowheads indicate the elimination of hemodynamic signals in reconstructed images compared to the raw 
images (iii). (Adapted from [6])



Alternatively, repeating the same experiments in animals expressing 
activity-insensitive GFP can be used as a control to test whether the 
observed widefield fluorescence changes mainly reflect neural activ-
ity rather than hemodynamic artifacts [10, 28].
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3.5 Examine the 

Implantation Accuracy 

by Post-hoc 

Immunostaining 

As the insertion trajectory is difficult to detect due to the small 
dimension of the Neuro-FITM probe itself and the shuttle-free 
implantation strategy, we usually leave the probe in the brain for 
4–5 weeks before perfusion to allow glial scar formation, which is a 
good indication of the probe location. We stain for glial fibrillary 
acidic protein (GFAP), a marker for astrocytes activated during glial 
scar formation around the probe (Fig. 4d). To quantify the implan-
tation accuracy, we measure the distance between the target loca-
tion and the actual location of the probe tip based on the 
immunostaining results. Across 6 mice in our past experiments, 
the distance was 100 ± 33 μm in the medial–lateral direction, 
113 ± 18 μm in the anteroposterior direction, and 87 ± 24 μm in  
the vertical direction, suggesting a good accuracy of probe 
implantation. 

4 Notes 

1. Neuro-FITM probes can also be fabricated with smaller site 
spacing (20 μm) for potential use in a tetrode configuration, 
and with longer shanks to reach deeper mouse brain structures 
or to use in rats and primates. To implant Neuro-FITM probes 
with very long shanks, using a rigid shuttle or adding a bior-
esorbable stiffening layer will be needed to provide extra sup-
port during the insertion step. Electrodes that fit into the 
working distance of the widefield microscope and generate 
minimized shadows can also be combined with widefield imag-
ing [12, 14, 29, 30]. 

2. The choice of transgenic mouse lines should be based on the 
needs of the study. For example, specific expression of reporters 
in cortical layer 2/3 excitatory neurons can be achieved by 
using Cux2-Cre transgenic mice [31]. If a particular transgenic 
line is not available, expression of the indicator throughout the 
cortex can also be achieved using AAV-PHP.eB, an AAV variant 
that crosses the blood-brain barrier and delivers genes systemi-
cally to the brain [32]. See reference [33] for a detailed com-
parison between transgenic and AAV-PHP.eB-mediated 
expression of GCaMP6s in widefield calcium imaging. 

3. If bone bleeding happens, press the bleeding spot with a dry 
sterile cotton swab until bleeding stops (usually within 5 min). 
Rinse the skull with saline several times to remove any blood 
stains.
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4. The pixel number and frame rate vary depending on the exper-
imental design and the kinetics of the indicator. For imaging 
GCaMP signals, the frame size is often set between 
512 × 512 to 1024 × 1024 pixels, and the frame rate is in a 
range of 15–60 Hz. 

5. We recommend doing image registration on imaging data 
combined across sessions before running dimensionality reduc-
tion analyses, such as PCA and ICA. Registration can minimize 
the effects of variability in head position across sessions so that 
the top components from PCA and ICA will be focused on 
variances caused by brain activity. 
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Chapter 7 

Wide-Field Calcium Imaging of Mesoscale Networks 
Underlying the Encoding of Skilled Voluntary Movement 

Jessica Lucchesi, Alessandro Scaglione, Eros Quarta, 
Anna Letizia Allegra Mascaro, and Francesco Saverio Pavone 

Abstract 

The cortex-wide mechanisms coordinating skilled voluntary movements in rodents are still largely unex-
plored. The combination of optical imaging techniques, such as wide-field microscopy, with the use of 
transgenic animals made it possible to monitor mesoscale cortical activity during the execution of these 
goal-directed behaviors. Here we describe the development of a setup for large-scale functional imaging 
integrated within a customized behavioral platform for training mice to perform a goal-directed movement 
of reach-to-grasp (RtG). We report a protocol to perform the surgery for the realization of the optical 
window, the methods to motivate the animal to learn and perform the RtG task in the behavioral platform, 
and the image processing and data analysis of the behavioral data and the fluorescent calcium image will be 
described. 

Key words Reach-to-grasp, Wide-field fluorescence microscopy, Calcium imaging, Goal-directed 
movement, Behavioral platform, Cortical activity, In vivo 

1 Introduction 

In mammals, the planning and execution of a goal-directed move-
ment are driven by the activity of neural circuits of the cerebral 
cortex and subcortical regions reaching the spinal cord, where 
thanks to motor neurons, the contraction of the different muscles 
of the body is orchestrated to achieve fine control of limb move-
ment [1, 2]. 

Reaching and grasping movements are extensively performed 
and finely controlled in primates [3] and in rodents to achieve 
several objectives, one of which is the collection and consumption 
of food [4]. When rodents explore in search of food, they proceed 
with locating the target through olfactory stimuli and with the help 
of the whiskers, after which they grab the object with their mouth 
and sit on their hind paws to consume the food with the help of
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their front paws. Although the use of the forelimbs is not the 
primary action of choice for gathering food, rodents have suffi-
ciently developed abilities to perform goal-directed motor tasks 
using the paws. Despite the substantial phylogenetic difference 
between rodents and primates, similarities between the two orders 
occur at neural, skeletal, muscular, and behavioral levels [4].
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The orchestrated activity from multiple cortical regions with 
different roles and functions and a hierarchical organization sub-
serves the planning, execution, and control of the movement. 

A large contribution comes from the primary and secondary 
motor cortex along with the participation of somatosensory 
regions [5]. However, given the complexity of goal-directed move-
ments such as reaching and grasping, it is plausible that there is 
recruitment of multiple areas of the cortex so extending the study 
over the entire cortex could allow us to expand the repertoire of 
neuronal information underlying these movements. In the past, the 
study of neuronal activity and the involvement of the cerebral 
cortex related to movement was conducted by performing studies 
on surgical lesions or by electrical stimulation of the various brain 
regions [5, 6]. 

In recent years, thanks to the development of transgenic mice 
expressing genetically encoded calcium indicators (GECI) [7–13] 
combined with wide-field optical imaging techniques [14–18], it 
became possible to monitor the activity of neurons and the role of 
different cortical areas simultaneously enabling investigation on 
how the activity of the whole cortex is organized during the execu-
tion of motor tasks. 

Thanks to wide-field microscopy techniques, it has been possi-
ble to overcome the traditional view of neuroscience according to 
which the cortical contribution during the execution of voluntary 
movements emerges exclusively from somato-motor regions of the 
hemisphere contralateral to the limb that performed the move-
ment. Recent studies have shown that there is extensive involve-
ment of various cortical regions during the execution of behavioral 
tasks [15, 19, 20] and it is confirmed that a global network 
distributed over the entire cortex correlates with unilateral limb 
movement during the execution of goal-directed movements, par-
ticularly during the reach-to-grasp task in mice [17]. Here we detail 
the procedure and materials to perform an experiment of wide-field 
imaging in transgenic mice expressing the calcium indicator 
GCaMP6f (Thy1-GCaMP6f line) to study the distributed cortical 
activation during a reach-to-grasp behavior, as described in the 
work of Quarta and colleagues [17].
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2 Materials 

2.1 Materials for the 

Realization of the 

Optical Window on the 

Dorsal Cortex and 

Food Pellet for Reach-

to-Grasp 

1. Isoflurane. 

2. Ophthalmic gel: 42.5% Liquid Paraffin, 53.7% White Vaseline 
(excipients: lanolin alcohol). 

3. Dexamethasone: 0.3 mL dexamethasone, 10 mL saline 
solution. 

4. Carprofen: 0.1 mL carprofen, 10 mL saline solution. 

5. Stereotaxic apparatus: surgery apparatus equipped with ear bars 
and centering scope 40X. 

6. Cotton stick: Absorbent cotton swab. 

7. Betadine: povidone-iodine (10% iodine), glycerol, macrogol 
lauryl ether, dihydrated dibasic sodium phosphate, citric acid 
monohydrate, sodium hydroxide, purified water. 

8. Lidocaine: lidocaine hydrocloride 2 g (excipients: 
chlorobutane). 

9. Scalpel: single-use sterile steel blade. 

10. Saline solution: 0.9% NaCl. 

11. Dental drill: precise DC Micro-Drill, high-speed side switch 
adjustable, conceived for brain microsurgery operations. Drill 
bits 0.5 mm diameter. 

12. Permanent marker: ultra fine (~0.5 mm line width): permanent 
black ink. 

13. Cover glass: optically transparent 5 mm diameter round cover 
glass 1 mm thick, see Note 1. 

14. Acrylic glue: cold-curing acrylic denture preparation material. 

15. Dental cement: self-curing adhesive resin cement: 
4-methacryloyloxyethyl, methyl methacrylate, tri-n-butyl 
borane, polymethyl methacrylate. 

16. Heating pad: temperature probe and heating pad. 

17. Head-post: aluminum bar (30 × 2.5 × 1 mm). 

18. Insulin syringe: total volume 1 mL × 27G. 

19. Chocolate-flavored pellets: 10 mg, 5TUL Purified 10 mg pel-
lets: sucrose, casein, maltodextrin, corn starch, corn oil, cellu-
lose, minerals, silicon dioxide, vitamins, magnesium stearate, 
DL-methionine, color and/or flavor added where applicable.
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3 Methods 

3.1 Animal Model: 

Breeding and 

Husbandry of 

Transgenic Mice 

The choice of the animal model for these experiments is crucial 
both for the kind of tasks that the animal can be trained to perform 
and for the technique that allows for monitoring the neural activity 
cortex-wide. To image cortical activity during the reach-to-grasp 
(RtG) experiments we use transgenic mice, without preference for 
sex, that express the GCaMP6f neural indicator (C57BL/6J-Tg 
(Thy1-GCaMP6f)GP5.17Dkim/J) to monitor neural activity 
over almost the entire cortex. Thy1-GCaMP6f-WPRE transgenic 
mice express the GCaMP6f indicator under the control of the Thy1 
promoter to drive the expression at the neuronal level. WPRE is the 
posttranscriptional regulatory element of the marmot hepatitis 
virus that together with the poly-adenylation (pA) tail increases 
mRNA stability and consequently GCaMP protein expression 
[9, 21]. In the brain, GCaMP is uniformly expressed throughout 
the cortex with the highest expression in layers 5 and 6 (L5 and L6) 
compared to layer 2/3 (L2/3) while no expression was recorded in 
layer 4 (L4) cells. The transgenic line was acquired from Jackson 
Laboratory (Stock #025393, www.jax.org/strain/025393) and we 
bred progenitors as heterozygous (Male [Hemizygous for Tg 
(Thy1-GCaMP6f)GP5.17Dkim] x Female [Non Carrier for Tg 
(Thy1-GCaMP6f)GP5.17Dkim]) in our local facility. In addition 
to GCaMP6f transgenic animals, GFPM mice (Tg(Thy1-EGFP) 
MJrs) expressing enhanced green fluorescent protein (EGFP) 
under the control of a modified Thy1 promoter region were also 
used to evaluate the effect of the hemodynamic contribution. These 
transgenic mice express EGFP in sparse subsets of neurons 
providing a bright Golgi-like stain. We bought the transgenic line 
from Jackson Laboratory (Stock #007788, www.jax.org/strain/00 
7788) and bred progenitors as heterozygous (Male [Hemizygous 
for Tg(Thy1-EGFP)MJrs] x Female [Non Carrier for Tg(Thy1-
EGFP)MJrs]) in our local facility. 

Since gestation and lactation of pups require a rather prolonged 
period of female inactivity, it is preferable to use males expressing 
the GCaMP6f and GFPM indicator and wild-type females when 
choosing the pair of progenitors. In this way, fewer male progeni-
tors can be used on a larger number of females. For this reason, it is 
important to execute PCR testing to separate animals with and 
without the expression of GCaMP6f and GFPM. In general, we 
have a 50% yield of positive mice over the total number of 
newborns; however, depending on the breeder we noted significant 
departures from this ratio. To avoid the appearance of congenital 
defects we try to replenish our breeders every year. It is important 
to check the pups for congenital diseases and perform a careful 
observation of their behavior to avoid training animals that have 
congenital defects.

http://www.jax.org/strain/025393
http://www.jax.org/strain/007788
http://www.jax.org/strain/007788


Cortical Encoding and Learning of Voluntary Movement 165

3.2 Food and Water 

Restriction 

Training rodents to perform a motor task can sometimes be diffi-
cult, especially if the training is performed under head-fixed condi-
tions. These conditions arise when, in addition to the behavioral 
analysis, a cortical activity monitoring study is performed with 
optical imaging methods, in which high stability of the subject is 
required to avoid introducing movement artifacts. To study 
learning while performing motor tasks and motivating the animal, 
it is preferable to set the task with a reward system; this can be done 
by providing a positive or negative reward. 

Starting with the pioneering work of B.F. Skinner [22], positive 
reinforcement via rewards is being used to induce wanted beha-
viors. While the role of both reward and punishment appear to 
contribute to learning, at least in humans [23, 24], the reward-
based approaches are grounded on physiological and ethical reasons 
[25]. For this reason, the paradigm developed to induce the motor 
task included a reward that was provided whenever the task was 
performed correctly. The type of reward may be liquid or solid. 

The choice of the type of reward mainly depends on the behav-
ioral paradigm used for learning the motor task. If the caloric 
restriction does not sufficiently motivate the animals or leads to a 
small number of trials, it is possible (by making some changes to the 
behavioral apparatus) to switch to a liquid reward. See Note 2. 

The most commonly used solid rewards are sucrose-based pel-
lets with different flavors. Since the individual pellets have a fixed 
weight, they allow you to provide an exact amount of reward with 
each attempt; however, weighing between 10 and 20 mg (for mice) 
and between 40 and 50 mg (for rats), the amount of reward 
provided per attempt tends to be high compared to the daily food 
intake of mice (4.4 ± 0.1 g/mouse) [26]. See Note 3. 

Independently of the reward type, to motivate animals to per-
form a task such as the reach-to-grasp, mice are put on caloric or 
water restriction. Considering the fixed weight of the pellets, and 
the reproducibility of the reward delivery system, a behavioral task 
was developed inspired by the work of Guo and colleagues [27] in  
which a solid reward is provided. 

For this reason, animals are placed on calorie restriction to 
80–90% of their original body weight by limiting daily food intake. 
The weight of the mice was monitored daily, and the amount of 
food provided was calculated and adjusted according to the ani-
mal’s weight changes. See Note 4. The animals were subjected to 
caloric restriction. Considering that the mice consume a daily food 
intake of between 12 and 18 g/100 g body weight/day [28], a 
theoretical daily intake of 12 g/100 g body weight/day was con-
sidered to calculate the amount of food to be supplied daily, from 
which we calculated 80% to determine the actual amount of food to 
be provided to the animals so that they would have a weight loss 
within physiological parameters. This amount of food is subject to 
slight daily changes according to weight changes. Given the



amount of pellets provided is small compared to the standard daily 
quantity, the piece of food was placed directly into the home cage in 
contact with the bedding to facilitate consumption. The daily ratio 
of food was provided a few hours after the conclusion of the 
training, thus ruling out the possibility of animals not performing 
the RtG motor task since they will still receive a reward at the end of 
the training. On the following day, any leftover food not consumed 
from the previous day was removed from the cage to prevent the 
animals from consuming it while waiting for the training to begin. 
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3.3 Animal 

Preparation: Surgical 

Procedures to Prepare 

the Optical Window 

To visualize neuronal dynamics during the execution and learning 
of the reaching and grasping motor tasks, it is necessary to create an 
optical window on the dorsal surface of the mouse skull. Depend-
ing on the biological question and the brain area to be investigated, 
it is possible to customize the size and characteristics of the optical 
window during surgery. 

Since we are interested in recording the cortical activity 
distributed over both hemispheres, it is preferable to employ sur-
gery that is easy to perform, to increase reproducibility, and that the 
procedure is long-lasting since a rather long time is required to train 
the animals to learn the motor task. 

To record neural dynamics using optical imaging techniques, 
one can proceed either by removing a portion of the skull via a 
craniotomy to gain direct access to the region of interest or by skull 
thinning. Both procedures are rather invasive and difficult to per-
form, since performing the craniotomy of very large areas (such as 
both hemispheres) or thinning such a fine structure as that of the 
skull of mice requires a lot of dexterity and experience, increasing 
the chances of postoperative complications. In addition, the ani-
mal’s inflammatory processes and recovery time are greatly 
increased following such invasive surgical procedures. To reduce 
the invasiveness of surgery and monitor cortical activity over very 
large fields of view, recently it is also possible to conduct wide-field 
optical imaging through the intact skull [16–18, 29, 30]. This 
technique requires rapid execution times resulting in simple execu-
tion. By reducing the invasiveness, the inflammatory processes, 
postoperative complications, and recovery times will also be 
reduced, allowing one to train the animal and monitor the neuronal 
activity for a very long time (even a few months) [30]. 

To protect the exposed area following the removal of the skin 
flap, a thin and homogeneous layer of transparent dental cement is 
applied over the entire surface. Depending on the level of detail 
required during imaging, it is possible to apply only the dental 
cement or add two semicircular slides on both hemispheres. To 
conduct wide-field neural activity studies, the application of dental 
cement alone is a sufficient condition to perform functional con-
nectivity studies of large-scale cortical areas parceled according to 
anatomical atlases such as that of the Allen Institute Mouse Brain



Atlas. The addition of the coverslip glasses, having a different 
refractive index, allows a clearer image of the brain with a more 
detailed view of the whole network of blood vessels of the superfi-
cial cerebral layers. The application of one or more very thin cover-
slip glasses complicates the procedural step. The bonding step is 
extremely delicate, and it is possible that microbubbles form below 
the surface, compromising the quality of the imaging, or that the 
slides break during application. Considering the fast catalysis times 
of the cement, in case of glass fracture, its replacement during 
surgery is difficult to perform. Furthermore, during the months 
of animal training, the coverslips could be chipped or fractured 
following impacts of the animal’s head inside the home cage. 
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The detailed protocol with all the surgical steps for the execu-
tion of the optical window will be described below, exposing both 
cortical hemispheres, to perform optical imaging on the intact skull 
with and without the application of the two coverslip glasses. 

3.3.1 Optical Window on 

the Mouse Dorsal Cortex 

1. Administer Enrofloxacin (10 mg/kg) subcutaneously to mice 
the day before surgery and then daily for the next 3 days for 
antibiotic prophylaxis. 

2. Sterilize all instruments with 70% ethanol and subsequently 
with high temperatures to ensure an excellent microbiological 
standard. 

3. Weigh the animal. 

4. Anesthetize the animal with oxygen and isoflurane (5% for 
induction, 1–2% for maintenance). See Note 5. 

5. Fix the animal’s head (using ear bars) in the stereotaxic appara-
tus (Model 1900, Kopf Instruments, Tujunga, California, 
USA) to avoid movements that could affect the course of the 
surgery (Fig. 1a). See Notes 6 and 7. 

6. Apply a heating pad under the mouse’s ventral area to reduce 
the risk of hypothermia. Body temperature is monitored con-
tinuously by a rectal probe and maintained in the range of 
36.5–37 °C (ThermoStar, RWD, San Diego, California, 
USA). NOTE: Mice were monitored by the operator 
(by observation of chest movements) to assess that the respira-
tory rate was in the optimal range of ~55–65 respirations per 
minute. 

7. Apply ophthalmic gel (Lacrilube 42.5% liquid paraffin +53.7% 
white vaseline, AbbVie S.r.l., Latina, Italy) on the eyeball to 
create a protective film to prevent ocular dehydration. 

8. Remove the hair using first the scissors and then the depilatory 
cream exposing the dorsal surface of the animal’s head and 
limiting the infective processes.
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B. Remove 
Hair & Skin 

A. Fixation in the stereotaxic 
apparatus 

C. Mark 
Bregma & Lambda 

D. Cement + Coverslip glass 
& Head-post 

B. Remove 
Hair & Skin 

A. Fixation in the stereotaxic 
apparatus 

C. Mark 
Bregma & Lambda 

D. Cement + Coverslip glass 
& Head-post 

Brain with 
Coverslip glass 

Brain without 
Coverslip glass 

E. Cement 
& Head-post 

Fig. 1 Surgical steps for the realization of the optical window: (a) Place and fix the mouse in the previously 
aligned stereotaxic apparatus. (b) Remove the hairs on the dorsal surface of the skull, sterilize the exposed 
surface, and remove a flap of skin to create a window to visualize both cortical hemispheres. (c) Mark bregma 
and lambda on the skull. Now you can proceed in two ways: (d) apply the dental cement, the two coverslip 
glasses, and the head-post posterior to lambda, or (e) cover the entire optical window with only the dental 
cement and add the head-post posterior to lambda. (Image created with Biorender.com) 

9. Disinfect the shaved area with 70% ethanol and 10% Betadine 
(Betadine 10%, Meda Pharma S.p.A, Milan, Italy) three times. 

10. Subcutaneous administration of corticosteroid anti-
inflammatory (Dexamethasone sodium phosphate, 5 mg/Kg) 
to reduce phlogosis processes and the local application of a 2% 
lidocaine hydrochloride solution applied topically as a local 
anesthetic. 

11. With the help of tweezers and scissors, cut a flap of skin to open 
a window on the skull of approximately 2–2.5 cm2 and expose 
both hemispheres (Fig. 1b). 

12. Keep the exposed surface hydrated with sodium chloride 0.9% 
(Sodium chloride 0.9%, Eurospital S.p.A., Trieste, Italy), and 
clean from any hairs. 

13. Apply lidocaine hydrochloride solution again on the surface of 
the skull before scraping it with a scalpel. See Note 8. 

14. Position with the stereotaxic apparatus and the monocle on 
Bregma (the midline bony landmark where the coronal and 
sagittal sutures meet, between the frontal and two parietal 
bones) and then on Lambda (point of conjunction between 
the two parietals and the occipital bone), which is generally -
4.2 mm from Bregma. 

15. Mark the two anatomical landmarks with a permanent marker 
(Fig. 1c). See Note 9.

http://biorender.com
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16. Apply a layer of transparent dental cement (Super-Bond Uni-
versal Starter Kit, Sun Medical, Furutaka, Japan) to the entire 
cortical surface making sure that the edges were carefully cov-
ered and not to have left any flap of tissue exposed to air to 
prevent any infection (Fig. 1e). 

17. Optional: Apply two coverslips to improve the resolution of the 
field of view (Fig. 1d). In this case, two semicircular coverslips, 
one for each hemisphere, are placed over the transparent dental 
cement before it dries. 

18. Glue the custom-made aluminum bar (head-post), previously 
disinfected with ethanol 70%, and place it posterior to the 
Lambda on the animal’s head. See Note 10. 

19. Subcutaneous administration of analgesics and nonsteroidal 
anti-inflammatory drugs (Carprofen, 5 mg/Kg) and 0.2 mL 
of lactated Ringer’s solution (Lactated Ringers, Eurospital S.p. 
A., Trieste, Italy) at the end of surgery will facilitate recovery. 

20. Move the animal to the induction chamber and administer 
pure oxygen until the first indications of awakening. 

21. Place the animal in its home cage inside the animal facility on a 
heating pad for 1 h until fully awakened. In the postoperative 
hours, the mouse should be scrupulously followed to evaluate 
both the recovery of motor activity and the response to stimuli. 

22. Administer multimodal analgesic therapy for 3 days (Carprofen 
(5 mg/Kg) subcutaneously) to limit postoperative pain. 

23. The animals received 1 week of recovery from surgery where 
they were given ad libitum water and food. 

After the surgery and the application of the aluminum head-
post (and possibly some coverslip glasses), the animals are housed 
individually in the cages to prevent interactions with other subjects 
from causing injury to the other animals or from damaging the 
window optics compromising the training process. See Notes 11 
and 12. 

3.4 Behavioral 

Apparatus to Perform 

Reach-to-Grasp Task 

To train the animals to learn the RtG task, a customized behavioral 
setup inspired by the work of Guo and colleagues [27] was devel-
oped. The experimental apparatus (Fig. 2a) consists of a Thorlabs 
base in which various components and accessories have been 
mounted to facilitate learning of the motor task and carrying out 
the training sessions. 

A custom-made attachment structure (Fig. 2b) is mounted in 
the apparatus to insert the aluminum head-post (Fig. 2c) and 
perform the training under head-fixed conditions. The structure 
has an inverted L shape, in which the terminal part is formed by two 
metal supports, with a rectangular opening, in which it is possible 
to fix the head-post by tightening the two metal plates with a



hexagonal key (Fig. 2b). The rectangular aperture must be large 
enough to allow the head-post to enter and view the entire optical 
window. The presence of a slot and screw on the vertical portion of 
the structure allows the anchoring system to be adjusted in height 
(Fig. 2b). 
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Fig. 2 Rendering of the experimental setup and the behavioral apparatus 
(a) The experimental setup includes a wide-field microscope to monitor cortical activity with a sampling 
frequency of 25 Hz. The behavioral apparatus consists of a rotating table, a behavioral camera (sampling 
frequency of 200 Hz), a red LED, a speaker, and an LED to illuminate the stage and the front of the animal. 
Image modified from Quarta et al., 2022 [17]. (b) Representation of the attachment structure in which the 
head-post (c) is inserted to fix the animal’s head and perform optical imaging in head-fixed conditions. (d) 
Support rod (perch) for positioning the front paws of the animal. (e) Rotating table, connected to the 
servomotor (f), for distributing chocolate pellets (g). (Image created with Biorender.com) 

A support rod (perch) is added to position the animal’s front 
paws (Fig. 2d). A small red LED is inserted near the perch (visible 
in the field of view of the behavioral camera but not from the 
animal), which is used as a visual reference for synchronization of 
the behavioral task. A rotating table (Fig. 2e) with concavity on the 
circumference, is placed in front of the animal to accommodate the 
target of the RtG motor task. The rotation of the table, to advance 
to the next pellet, could be controlled either by the operator, via a 
button, or automatically by the servo motor (Fig. 2f) equipped 
with a contactless magnetic rotary encoder to ensure consistent 
pellet positioning (Servomotor Dynamixel MX-28AT, Robotis, 
Lake Forest, California, USA) and controlled by a controller 
board (ArbotiX-M. Robocontroller, Trousser Robotics, Downers 
Grove, Illinois, USA). The rotation of the table is preceded by the 
emission of an acoustic tone from a speaker near the animal to 
associate the sound with the arrival of the reward. Since our video 
cameras do not record audio, the speaker sound is synchronized

http://biorender.com


with the illumination of a red LED within the field of view of the 
video camera. An ad hoc program written in Arduino programming 
language is used to control time interval, angle, and rotation speed. 
Chocolate-flavored pellets (10 mg, 5TUL Purified 10 mg pellets, 
catalog 1811529, TestDiet, Richmond, Indiana, USA) (Fig. 2g) 
are placed in the concavities of the rotating table and used to induce 
the movement of RtG. A high-speed camera (Fig. 2a) is used to 
monitor the animal’s behavior (CM3-U3-13YC-CS, Chameleon3, 
FLIR, Wilsonville, Oregon, USA) with 2.8–8 mm varifocal objec-
tive lenses (LENS-30F2-V80CS, Fujinon, Tokyo) positioned on 
the side of the paw of the animal that will perform the movement. A 
sampling rate of 200 frames/sec is used to perform a detailed 
analysis of the movement, and a 470 nm LED illuminated both 
the stage and the front of the animal to create a high-contrast image 
that allows one to view the details of the paws and mouth (Fig. 2a). 
Video recordings are checked using FlyCapture software. The 
behavioral apparatus is mounted on a motorized stage that allowed 
the platform to be moved vertically to adjust the focus of the wide-
field microscope objective. The setup is enclosed and isolated by a 
wooden panel with acoustic foam inside to conduct the experi-
ments in complete darkness without adding sound artifacts. 
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3.5 Wide-Field 

Microscopy to Monitor 

Bilateral Cortical 

Activity 

The wide-field epifluorescence microscope used is a custom-made 
system developed in our laboratories consisting of a 470 nm LED 
(M470L5, 470 nm, 650 mW; Thorlabs Inc., Newton, New Jersey, 
USA) to excite the GCaMP6f indicator. Lighting and dimming of 
this LED are set by a USB Controller Hub and power supply 
(KCH301; Thorlabs Inc., Newton, New Jersey, USA) and a 
T-Cube LED Driver (LEDD1B; Thorlabs Inc., Newton, New 
Jersey, USA). The illumination emitted by the LED was collimated 
by an aspherical condenser (ACL2520U-A; Thorlabs Inc., New-
ton, New Jersey, USA) and reflected by an elliptical mirror (BBE1-
E02, 1” Broadband Dielectric Elliptical Mirror; Thorlabs Inc., 
Newton, New Jersey, USA) placed in a right-angle mirror mount 
(KCB1EC/M, Kinematic Elliptical Mirror Mount; Thorlabs Inc., 
Newton, New Jersey, USA) to deflect light to a 100 mm focal lens 
(f = 100 mm) (AC254–100-A-ML; Thorlabs Inc., Newton, New 
Jersey, USA) placed before the cube (DFM1/M) containing the 
filter and mirror kit for GFP (MDF-GFP; Thorlabs Inc., Newton, 
New Jersey, USA). Inside are: the 482/18 bandpass excitation filter 
(MDF-GFP; Thorlabs Inc., Newton, New Jersey, USA) to select 
only the wavelengths to excite GCaMP and the 495 nm dichroic 
mirror (DC FF 495-DI02 Semrock, Rochester, New York, USA) 
that is responsible for reflecting the excitation wavelength and 
directing it to the rear aperture of the objective (TL2X-SAP 2X 
Super Apochromatic Microscope Objective, 0.1 NA, 56.3 mm 
WD; Thorlabs Inc., Newton, New Jersey, USA). Once the sample 
is illuminated, the emitted fluorescence is collected again by the



objective lens and directed into the cube. The fluorescence with a 
longer wavelength than the excitation light will pass through the 
dichroic mirror and be filtered by a 525/50 bandpass excitation 
filter for GFP (MDF-GFP; Thorlabs Inc., Newton, New Jersey, 
USA). At the top end of the cube, an achromatic Doublet lens 
with a 100 mm focal length was added before focusing the image 
on the CMOS sensor of the high-speed camera (Orca Flash 4.0 V2; 
Hamamatsu Digital camera; Bridgewater, New Jersey, USA). The 
illumination provided by the optical pathway made it possible to 
illuminate the entire dorsal surface of the cortex and perform 
imaging of both hemispheres. An iris of 1–2 mm was put above 
the animal’s head to prevent the collimated light beam from 
striking the animal’s eyes, causing them to close or creating a visual 
artifact. The fluorescence signal related to cortical activity was 
acquired at a sampling rate of 25 Hz, with a resolution of 
512 × 512 pixels with a Field of View (FOV) of 12 × 12 mm 
(16-bit depth) using HCImage Live software. The synchronization 
of the components of the behavioral apparatus and wide-field 
microscopy was controlled by a National Instrument via a TTL 
signal. 
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3.6 Experimental 

Design to Train 

Animals to Perform the 

Reach-to-Grasp Task 

One week after surgery to create the optical window on the dorsal 
surface of the skull, the animals are placed on food restriction and 
began acclimatization to head-fixed conditions. In the first days, 
animals are manually locked for a few seconds using the head-post 
inside the home cage. 

Approximately 2 weeks after surgery, the mice are placed in the 
behavioral platform and locked via the head-post to the anchor 
structure by habituating (for 1 week) them at increasing times 
until a period of at least 30 minutes per day per mouse. At this 
stage, although no recordings are made, it is advisable to simulate 
real conditions by turning on both the LED of the wide-field 
microscope to illuminate the optical window and the LED to 
illuminate the behavioral apparatus. See Note 13. 

Subsequently the acclimatization phase, both in the home cage 
and in the behavioral apparatus, some chocolate pellets are 
provided in the animal’s cage. This serves the dual purpose of 
providing a reward for the task and familiarizing the mouse with 
the target recognition of RtG movement. 

Each day, the cages of the animals that will perform the training 
are brought into the experimental room for at least 30–45 min 
before the start of the recordings for habituation. After fixing them 
in the anchor structure, the rodent head is placed under the micro-
scope to align both cortical hemispheres. To maintain good head 
alignment throughout the training days, it is advisable to use a 
reference image acquired on the first day and use the two anatomi-
cal landmarks, Bregma and Lambda, as a reference. The correct 
positioning of the animal’s head, in addition to ensuring the



acquisition of images of both hemispheres in the same orientation 
and facilitating the alignment phase during data analysis, allows the 
position of the animal’s head from the rotating table not to vary 
excessively, thus complicating the learning of the motor task. The 
perch is adjusted both in height and distance from the table to 
position both the front paws of the animal; finally, the table loaded 
with all the chocolate pellets is positioned. In the first training 
sessions, the table with the pellets is kept close to the mouth and 
nose of the animal to facilitate the licking process. When this task is 
performed easily, the table is moved away and gradually lowered to 
make licking more complicated and to stimulate the animal to 
perform the reach-to-grasp task using the paw. To induce move-
ment with only one of the two paws, it is preferable to place the 
chocolate pellet not in a position central to the animal’s mouth but 
slightly lateral (to the left or right of the nose). Over the training 
sessions, the pellet position is gradually moved away from the 
animal’s snout, thus making licking more difficult to perform. 
The animals will begin to use the forelimb to reach the pellet and 
make attempts to bring it to the mouth. 
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To ensure consistent comparison of neural activity across 
behavioral states, the execution of an RtG movement requires the 
animal to be in a state of rest and keep both paws on the perch. 
Following the acoustic signal (compulsory with the lighting of the 
red LED) the table rotates to advance to the next pellet, the animal 
lifts its paw from the perch to start the reaching movement towards 
the pellet to grasp it and bring it towards the mouth. When the RtG 
task was learned, the table is gradually moved away to encourage 
performing the movement with maximum limb extension. When 
the RtG movement is fully and correctly executed (generally 3 or 
4 weeks of daily training are required for the animal to perform the 
movement of RtG), the animal has completed the motor task 
learning process, and it is possible to move on to a new training 
phase in which the subject improves task performance in terms of 
execution speed and movement accuracy. See Note 14. 

The training sessions of the behavioral task included 5 s of total 
silence, in which the LEDs of the wide-field microscope and behav-
ioral apparatus are turned on. Next we have the emission of an 
acoustic stimulus emitted by the speaker simultaneous with the 
lighting of the small red LED (near the animal’s paws and visible 
from the side behavioral chamber) followed (200 milliseconds 
later) by the rotation of the table, which will bring the first pellet 
in front of the animal’s mouth. Subsequent rotations will occur at 
regular 20-s intervals see Note 15. 

During the sessions, both the recordings of the behavior 
through the high-speed camera in the behavioral apparatus and 
the images of the cortical activity reporting the fluorescence signal 
of the calcium activity acquired with the wide-field microscope were 
acquired. The animals are trained 5 days a week, initially for a



duration of about 20 min. In the following weeks, the daily sessions 
will increase to a total duration of about 30–45 min. At the end of 
the training, the animals are placed in the home cage inside the 
animal facility. 
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3.7 Data Recording 

and Synchronization of 

the Wide-Field 

Microscope and 

Behavioral Apparatus 

The behavior is acquired at 200 Hz using a high-speed camera 
(CM3-U3-13YC-CS, Chameleon3, Teledyne FLIR, Wilsonville, 
Oregon, USA) with 2.8–8 mm varifocal objective lenses (LENS-
30F2-V80CS, Fujinon, Tokyo) and managed with FlyCapture 
Software (Teledyne FLIR, Wilsonville, Oregon, USA). 

The emission of the acoustic tone, lighting of the red LED, and 
the rotation of the stage controlled by the controller board 
(ArbotiX-M Robocontroller, Trousser Robotics, Downers Grove, 
Illinois, USA) is regulated by a custom Arduino program. 

The fluorescence signal related to calcium activity is acquired by 
a CMOS camera, which acquired images with a frame rate of 
25 Hz, a resolution of 512 × 512 pixels controlled via the 
HCImage Live Software provided by Hamamatsu. 

The synchronization of all behavioral and fluorescence signal 
components is controlled by National Instruments using a com-
mon TTL trigger. 

3.8 Behavioral 

Analysis of the Reach-

to-Grasp Movement 

To analyze the behavioral data and conduct the kinematic analysis 
of the limb that performed the task, the recordings acquired with 
the lateral camera are analyzed and the movement of RtG is exam-
ined in all its components (Fig. 3a). 

The following criteria are used to define successful movements: 

1. The subject in the seconds before the onset of movement has to 
be in a state of rest. 

2. Both front paws should be placed on the perch. 

3. The limb performing the motor task must start from the perch 
and head towards the rotating table to reach the target (choco-
late pellet). 

4. Once the target has been reached (reaching), the paw grasps 
the pellet (grasping) and through the rotation of the paw, 
brings the target to the mouth (pellet at the mouth). 

Once the correct movements are identified, the video file is cut 
to select the individual events and perform a detailed analysis of the 
motor task. The analysis of the movement for the generation of the 
relative trajectories is conducted using the ImageJ program 
(https://imagej.net/) by manually tracing the position of the meta-
carpal (Fig. 3B) from the beginning of the movement (MoveON) 
to its conclusion, the moment in which the pellet is brought to the 
mouth. The RtG MoveON is defined as the first frame in which the 
metacarpal position changes. See Note 16. After tracing the move-
ment frame by frame (Fig. 3b), the XY coordinates are extrapolated

https://imagej.net/


to plot the trajectories of the RtG movement and analyze the 
kinematic data as mean speed (mm/s), max speed (mm/s), dura-
tion (s), pathlength (mm), number of peaks, mean acceleration 
(mm/s2 ), and max acceleration (mm/s2 ). These kinematic para-
meters are then correlated with the neuronal activity recorded from 
both cortical hemispheres. 
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MoveON Max Extension Reach 

Grasp Pellet at Mouth 

Pathlength 

A 

Fig. 3 Illustration of reach-to-grasp movement phases and movement trajec-
tories: (a) Sequence of images showing the basic steps of the reach-to-grasp 
movement. MoveON: corresponds to the first frame in which a change in the 
position of the metacarpus from the support rod is observed. Max Extension: 
corresponds to the maximum extension of the animal’s paw during movement 
execution. Reach: reaching the target (chocolate pellets) on the rotating table. 
Grasp: the animal grasps the target and through the rotation of the paw brings 
the pellet towards the mouth (Pellet at Mouth) at which point the movement 
ends. (b) Example of trajectory drawn manually 

3.9 Data Analysis of 

Fluorescent Calcium 

Images 

Images whose gray levels represent the fluorescent light captured by 
the microscope are acquired as image stacks and saved in “.tif” 
format. 

Image preprocessing: Before proceeding with the method of 
choice to analyze the data, there are a series of preprocessing steps 
that need to be performed. In particular, we usually perform three 
preprocessing steps: (1) alignment of the image stacks across ses-
sions and animals by using the anatomical landmarks marked



during the surgery, (2) normalization of the fluorescence signal, 
and (3) removal of movement and hemodynamic artifacts. 
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Fig. 4 Alignment of the cortical image stacks by using the anatomical landmarks. (a) Grayscale image 
acquired with the wide-field microscope of both cortical hemispheres. Scale bar: 4.2 mm. (b) Identification of 
the two anatomical landmarks (bregma and lambda) used for alignment and overlap of the Allen Brain Atlas 
parcellation mask. (c) Image of the cortex with the parcellation mask applied for identification of different 
cortical areas 

1. Image alignment (Fig. 4a) is necessary to compare the neural 
activity from specific cortical regions from recordings acquired 
on separate days and from individual animals. This step is also 
necessary to parcel the cortex into regions according to a 
reference atlas [31]. To register our images, we employ a 
custom-made Python tool based on the PyQtGraph library 
and the Allen atlas Python API (Allen SDK). In particular, 
the tool registers images employing an affine transformation 
that is estimated by mapping the coordinates of bregma and 
lambda to that of the Allen Brain Atlas. Since, generally, the 
anatomical distance between bregma and lambda is 4.2 mm in 
the alignment phase these points are used as a reference to 
apply the parcellation mask on the image plane of the cortex 
(Fig. 4b). See Notes 17 and 18. Once the images are 
registered, the parcellation mask can be applied to segment 
the entire cortex into different regions (Fig. 4c). 

2. Normalization of the raw fluorescence signal is necessary to 
compensate for the intrinsic variability of the measurement 
system. These can be caused by variation or oscillation in the 
illumination intensity of the LED, spatial inhomogeneity in the 
illumination, or associated variations in the expression of the 
fluorescent indicator in the cortical layer of the animal. To 
compensate for these factors and to obtain comparable values 
among animals on different days, the fluorescence signal is 
expressed as ΔF/F0. This value is calculated using the following 
formula: ΔF F 0 

= ðF -F 0Þ 
F0 

, where F is the raw value of the fluores-
cence signal for the given pixel, while F0 represents the
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reference fluorescence that is the mean fluorescence per pixel 
over time. Generally this ratio is reported as a percentage. 

3. In general, the fluorescence recorded with GCaMP indicators 
can be contaminated by nonneural phenomena such as hemo-
dynamic response or movement artifacts that can lead to a 
wrongful interpretation of the fluorescence signal [32– 
34]. To remove the hemodynamic response, one can illuminate 
the sample at 530 nm, corresponding to the isosbestic point in 
the absorption spectrum of the hemoglobin [32, 33]. At this 
wavelength, the two forms, oxy and deoxyhemoglobin, exhibit 
the same absorption value allowing the reflectance signal to be 
measured regardless of the oxygen concentration contained in 
the hemoglobin. Therefore, with an additional light source, 
both the fluorescence and reflectance signal can be acquired by 
strobing illumination between the 485 nm and the 525 nm 
LEDs (blue to excite the GCaMP6f and green for the reflec-
tance signal) it is possible to obtain a stroboscopic illumination 
of the sample and record the fluorescence signal (relating to the 
calcium activity) and the reflectance signal (relating to the 
hemodynamic contribution) by training a single line of trans-
genic animals. To eliminate the hemodynamic contribution it is 
sufficient to perform the ratio between the two recorded sig-
nals [33, 34]. Alternatively, one can employ postprocessing 
techniques that rely on decomposition algorithms and can 
identify the contribution of latent sources to the recorded 
fluorescence. In this context, it is possible to discriminate the 
neuronal activity from the hemodynamic contribution using 
the nonnegative matrix factorization (NMF) source separation 
technique [17, 35, 36]. To discriminate the hemodynamic 
contribution, there are other methods of signal decomposition 
such as the PCA/ICA technique, which allows one to manually 
exclude the components dependent on the blood flow activity 
or the motion artifacts caused by the vaso-constriction/ 
dilation of the vascular structures [15]. 

Finally, to reduce the respiratory and heart rate contribution, it 
is advisable to filter the calcium signal with a 9 Hz low-pass filter. 

After the preprocessing phases, although the analysis depends 
on the scientific question that the experimenter wants to address, 
the core of such analyses should be devoted to the investigation of 
the relationship between the fluorescence signal and the kinematics 
measures from the behavioral task. In our work, first, we wanted to 
know how many cortical areas are involved in the generation of the 
RtG movement. To answer this question, for each trial, we select 
several frames before and after the time of the movement onset and 
average these frames across trials to obtain an activation map 
[17]. The number of frames before and after the onset should be 
big enough to show that the activity in response to the movement



starts from baseline and returns to it after the completion of the 
motor task. By generating these maps, one can directly observe all 
areas that are involved in the generation of the task, separate them 
into those areas active before and after movement onset, or identify 
the areas activated by correct or incorrect execution of the 
movement. 
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To understand how the neural activity in the different regions 
of the cortex is related to the motor output, we parcel the cortex 
according to the Allen reference atlas (Fig. 4) and extract a calcium 
fluorescence trace for each region by averaging the signal over all 
pixels of the region (Fig. 5a) see Note 19. Features of this signal are 
then directly correlated with the kinematics parameters. For exam-
ple, in our work, we found a significant negative association 
between the PeakMax (the highest value of the fluorescence signal 
in a time window around the movement onset) and the pathlength 
of the movement (the total length of the path performed in one 
RtG) in the contralateral Caudal Forelimb Area (CFA) (Fig. 5b). In 
this way, it is possible to directly link features of the calcium signal 
dynamics with the kinematics parameters suggesting that the neural 
activity of a particular cortical region could participate in the 
encoding of the motor output. 

Moreover, it is possible to investigate how the motor output 
can influence the neural dynamics between cortical regions (for 
example, functional connectivities (FC)). To this extent, one can 
compute pairwise cross-correlation matrices (Fig. 5c) by using 
measures of association among time-series, such as the Pearson 
correlation coefficient, between fluorescence signals of pairs of 
parceled cortical regions at the single-trial level. By repeating 
these measurements in different time-windows ranging from before 
to after the movement onset, it is possible to investigate how the 
FC rearranges or prepares with respect to the generation of the 
movement output. Finally, to extract commonalities in the way the 
regions associate with one another it is possible to use successive 
analysis directly on the cross-correlation matrices by rearranging 
the rows of the matrix using clustering algorithms such as the 
Hierarchical Clustering Analysis. 

4 Notes 

1. The application is optional; it depends on the required image 
resolution. 

2. In case a liquid reward is provided, water restriction in rodents 
is well tolerated and is used as a motivational mechanism in 
motor learning experiments of different tasks such as the RtG 
[14, 15, 26, 27, 37]. The advantage of providing this type of 
reward lies in being able to adjust the quantity both in terms of
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Fig. 5 Example of analyses of wide-field calcium imaging during the execution of a skilled voluntary 
movement: (a) Calcium fluorescence traces extracted from the cortical hemispheres. Image of the whole 
cortex with Allen’s parcellation mask. Calcium fluorescence trace extracted from both (gray) left (blue) and 
right (red) hemispheres. (b) Feature of the calcium signal correlated with the kinematic parameters 
(PeakMax vs. Pathlength) in the contralateral Caudal Forelimb Area (CFA). (c) Functional Connectivity: 
cross-correlation matrices to study how motor output influences neural dynamics between different cortical 
regions. (Image modified from Quarta et al. [17]) 

the size of the drop and in terms of palatability, acting on the 
caloric intake by changing the type of liquid (water, sugared 
water, milk, or sweetened condensed milk). Considering a daily 
water consumption of about 5.8 ± 0.2 mL [26], and a water 
reward during the task of about 5–10 μL per drop, it is possible 
to provide a high number of rewards obtaining a considerable 
amount of repetition of movement in each recording session. 
Delivering a reward of this magnitude requires syringe delivery 
systems that have a thin spout with very fine control of the 
amount of liquid to deliver the exact amount of reward.
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3. Compared to liquid rewards, tasks using pellets may result in 
fewer repetitions of the motor task. Despite this, the pellet-
based solid reward is a widely used method for investigating 
RtG and it allows for investigating the object component of 
RtG behavior [17, 27, 38–42]. 

4. It is important to monitor the weight of the animals daily, both 
before and after training. Monitoring the weight, in addition to 
controlling the weight loss and preventing it from falling below 
20% of the original weight, has the purpose of evaluating the 
animal’s motivation. 

5. Suppression of the nociceptive reflex following paw pinch is 
evaluated to determine the optimal depth of general anesthesia. 

6. When fixing the animal’s head, make sure that the pressure 
exerted by the two ear bars is not excessive to cause exophthal-
mos. If this occurs, change the position of the two ear bars. 

7. Before the start of the surgery, the apparatus was calibrated to 
correctly align the animal’s head to the rostral-caudal and 
mid-lateral planes. 

8. Gently scratch the skull with a blade. This procedure facilitates 
the partial penetration of the dental cement into the skull bone 
allowing it to obtain a stable lining of the skull and avoid 
possible infections. 

9. Identifying the two anatomical landmarks, bregma and 
lambda, is important for the alignment phase when analyzing 
calcium signal data. 

10. During these steps, it is important to pay attention to two 
steps: avoid forming air bubbles below the coverslip glasses 
and apply the head-post in a position parallel to the surface of 
the skull. The presence of air bubbles would compromise 
image quality during calcium imaging, and a distortion of the 
aluminum support bar would cause an incorrect position of the 
animal’s head with respect to the behavioral apparatus; this 
could complicate learning the RtG task during training 
sessions. 

11. The cages for housing (Tecniplast S.p.A., Varese, Italy), used in 
our laboratory, are made of transparent plastic and equipped 
with a lid consisting of a frame covered with a polyester filter 
sheet with high filtering efficiency towards atmospheric dust 
(on particles between 8 and 10 μm). Although the animals are 
housed individually, the shape of the cage allows the animals to 
maintain eye contact and to receive the olfactory stimuli of the 
other subjects inside the enclosure. 

12. Considering that single housing could increase the animal’s 
stress levels, it is important to create an enriched environment 
inside the cage, making sure to use soft materials (such as



Cortical Encoding and Learning of Voluntary Movement 181

nesting material) and avoiding the introduction of small-sized 
plastic tubes or plastic houses where they could get stuck with 
the head-post causing it to detach. 

13. The 470 nm LED to illuminate the dorsal surface of the skull 
and excite the GCaMP indicator should be set at an intermedi-
ate intensity to visualize the visual field exhaustively. In partic-
ular, at very low intensity the LED emits a flickering light, 
while at maximum it may lead to saturation of the fluorescence 
signal which over time can cause photobleaching of the indica-
tor. To be sure that you have not damaged the indicator due to 
photobleaching, it is advisable to periodically acquire a record-
ing of the calcium signal and check that there are no excessive 
variations in the raw fluorescence values between the start and 
the end of the recording or between recordings. 

14. If the animal loses interest in performing the licking or RtG 
attempts, it may be helpful to encourage the animal to com-
plete the activity by placing a pellet of chocolate close to the 
animal’s nose or mouth by using a plastic tweezer. 

15. Since in the early stages of learning, the animal will not imme-
diately perform licking or RtG attempts, instead of starting 
with the automated version of the training, to facilitate 
learning, it may be useful to start with the manual version. In 
our setup, in the first days of training, the behavioral task was 
controlled by the operator using a button. Pressing the button 
results in the emission of the sound stimulus simultaneous with 
the lighting of the red LED followed by the rotation of the 
table (200 milliseconds later) to advance a single chocolate 
pellet at a time. In this way, there will be no further rotation 
until the operator presses the button again. The manual version 
makes it possible to control the learning of the task at every 
stage, correcting (if necessary) the execution of the movement. 
Since the immobility of the animal, with both paws on the 
perch, was a fundamental condition before starting the task, 
the manual version gave the operator the opportunity to wait 
and ensure that the animal met these behavioral requirements. 
This controlled version allows the motor task to be learned 
correctly without the introduction of incorrect behavioral 
habits (e.g. paw resting on the table, paws not resting on the 
perch, paw movement on the perch, grooming). When the 
movement has been learned, it is possible to switch to the 
automated version and continue with the animal’s training. 
Using this dual version, fewer invalid or incorrect movements 
will be discarded during the automated version. 

16. Tracing movements by hand requires a great amount of time 
depending on the total number of trials to be traced. In gen-
eral, depending on the movement/behavior to be analyzed,
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there exist commercial and noncommercial software that can 
automatically track the behavioral outcome. Above all, Dee-
pLabCut is widely employed for tracking anatomical landmarks 
[43–46]. However, besides the hardware requirements, for the 
software to work very well, it is important to provide a good 
number of images as examples and it is also important to 
compare the results of DeepLabCut to that of an operator to 
ensure reproducible and valid tracking. This means that a good 
deal of trials needs to be scored by a skilled human operator. 

17. Since bregma and lambda are used in the alignment phase, it is 
important to be as precise as possible in the identification and 
labeling of these two points during the surgery. 

18. During the alignment, in addition to the two anatomical land-
marks, it is advisable to use additional points as reference 
(e.g. the vasculature can be used to check that the alignment 
is correct). 

19. An alternative anatomical atlas or decomposition method, like 
Spatial Independent Component investigation (sICA), could 
be used to segment the cortex for this kind of investigation 
[15]. Both methods offer the advantage of data dimensionality 
reduction compared to a pixel wise analysis. Using decomposi-
tion algorithms such as sICA has the advantage of providing 
functional parcels with the drawback that it is highly dependent 
on the activity observed in the experiment. Instead, employing 
an anatomical atlas has the advantage of being activity-inde-
pendent. However, it is important to check anatomical regions 
that span over large portions of the cortex as the single pixels of 
the area could show heterogeneous behavior. 
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Chapter 8 

Technical Considerations for Widefield Optical Imaging 
During Visuomotor Behaviors 

Daisuke Shimaoka 

Abstract 

In this chapter, we consider visuomotor behaviors in a broad sense as trained or natural motor actions based 
on external visual information. These behaviors are deemed as involving coordinated neural activity across 
brain areas, including the visual and motor system. Widefield optical imaging is a valuable tool for studying 
coordinated neural activity across these areas at the mesoscale. However, visuomotor behaviors can cause 
spurious imaging signal, making widefield imaging during visuomotor behavior technically challenging. 
This chapter is intended to provide an overview of the technical considerations for widefield optical imaging 
to study visuomotor behaviors. In Subheading 1, we discuss unique capabilities of widefield imaging that 
can be used to study coordinated brain activity within and across multiple areas. In Subheading 2, we survey 
experimental strategies for achieving widefield imaging during visuomotor behaviors, including recording 
and visual-stimulation systems. Subheading 3 discusses technical challenges that often arise during widefield 
imaging of visuomotor behaviors, including hemodynamic and mechanical artifacts that can distort the 
optical signal. We discuss how to reduce these imaging artifacts through experimental and data analysis 
approaches that are essential for improving the accuracy and reliability of imaging data. 

Key words Visuomotor behavior, Multispectral imaging, Mesoscale, Hemodynamics, Head-fixation, 
Head-mounted microscope, Temporal multiplexing, Spectral multiplexing 

1 Introduction: Why Widefield Optical Imaging for Visuomotor Behaviors 

Visuomotor behaviors involve multistage brain processing, and are 
essential for daily activities such as foraging, escaping, and social 
interactions in the natural environment. They can require a combi-
nation of predicting upcoming visual information, detecting or 
discriminating external visual information, integrating information 
from vision and other sensory modalities, making decisions, and 
executing motor actions. In many cases, movements must occur 
within a few hundred milliseconds, and then it may be necessary to 
reevaluate these actions based on feedback. In primates, part of this 
process is mediated by the “dorsal visual stream,” a series of hier-
archically organized areas located in the dorsal part of the cortex,
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but the existence and role of this stream in other species, such as 
rodents, has been debated [1, 2]. Hence, to study the neural 
dynamics underlying visuomotor behaviors, it is desirable to moni-
tor millisecond-scale dynamics from multiple cortical areas in the 
dorsal visual stream and beyond. This combination of high tempo-
ral resolution and broad spatial sampling has been impossible to 
achieve with traditional electrophysiological methods, but is feasi-
ble with widefield optical imaging.
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This section compares the advantages of widefield imaging for 
studying visuomotor behaviors with other recording techniques 
such as unit electrophysiology, multiphoton imaging, and func-
tional magnetic resonance imaging (fMRI). Widefield imaging is 
often used to study “mesoscale” functional structures at a scale 
down to sub-millimeter and can also resolve temporal events 
down to the near-millisecond range depending on the selection of 
neural activity sensors and recording configuration [3]. These cap-
abilities allow widefield imaging to study mesoscale functional 
structures such as columnar organization and inter-areal communi-
cation, as well as their temporal evolution over time, which are 
important for understanding visuomotor behaviors. This chapter 
focuses on widefield fluorescence imaging with activity sensors such 
as genetically encoded calcium indicators (GECIs), genetically 
encoded voltage indicators (GEVIs), genetically encoded gluta-
mate indicators, and synthetic voltage-sensitive dyes (VSDs), as 
well as imaging of diffuse reflectance to probe hemodynamic 
activity. 

1.1 Mesoscale 

Structures 

Widefield optical imaging emerged as a potent tool for investigat-
ing the intricate functional composition of cortical regions. It plays 
a pivotal role in delineating the boundaries of visual and motor 
cortical domains, a prerequisite for comprehending their interplay 
during visuomotor activities. With its superior spatial resolution 
compared to other imaging modalities like fMRI, widefield imaging 
has contributed to resolving functional structures within an area at 
sub-millimeter scale of multiple species [4, 5]. Noteworthy 
instances of these architectures include cortical columns, intricate 
clusters of neurons forming a cylindrical structure across cortical 
layers and retinotopic organization, orchestrating the spatial 
arrangement of neurons according to their receptive field locations 
in the visual field. A recent breakthrough lies in its capacity to 
capture functional configurations during motor behavior, unearth-
ing the dynamic patterns activated during spontaneous running [6] 
(Fig. 1). 

In addition to resolving functional structures of cortical areas, 
widefield imaging has been employed to detect changes in the 
structure over time. For example, Kenet et al. have discovered 
populations of neurons in cat V1 encompassing a set of dynamically 
switching orientation columns [7]. It has been also used to study



the spread of activity across the cortical surface in response to 
spontaneous or evoked stimuli [8–13], and propagation of neural 
activation across multiple spatial scales (neuronal avalanches) 
[14]. By using genetic engineering techniques to selectively express 
activity sensors in specific cell types and layers (e.g., [15, 16]), it is 
now possible to study these functional signals in the defined popu-
lation of neurons [17]. These observations, which can describe cell 
type- and layer-specific mesoscale dynamics, are closely aligned with 
neural mass models that describe neural population dynamics on a 
cortical sheet (e.g., [18]). On the other hand, neuroanatomical and 
neurohistological data are rapidly accumulating in some mamma-
lian species (e.g., mouse: https://mouse.brain-map.org; marmoset: 
https://www.marmosetbrain.org; macaque: https://www. 
blueprintnhpatlas.org). Combining these data with brain imaging 
data, including that by widefield optical imaging, it is becoming 
possible to construct more realistic, quantitative models of neuro-
nal activity. Such models, refined with data assimilation techniques, 
are expected to forecast upcoming mesoscale neural activity. 
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Fig. 1 Functional structures as unveiled through mesoscale optical imaging of a mouse cortical hemisphere. 
(a) Activation patterns in the S1 barrel cortex (S1b) and Auditory cortex (Au), triggered by contralateral whisker 
stimulation via air puff. (b) Higher and lower visual cortical areas, discerned via visual field sign analysis. (c) 
Distinctive depolarization patterns resulting from spontaneous treadmill running while the mouse’s head is 
immobilized. (a–c, reproduced from [6], licensed under CC-BY 4.0) 

1.2 Inter-areal 

Communication 

Visuomotor behavior involves coordinated activity across brain 
regions, such as motor and visual cortices. This coordinated activity 
may be quantified in terms of synchrony, coherence, and causality. 
Widefield imaging has been used to characterize these network 
properties (e.g., [19, 20]). In addition, these properties can be

https://mouse.brain-map.org
https://www.marmosetbrain.org
https://www.blueprintnhpatlas.org
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further analyzed with graph-theoretical approaches, to identify 
critical brain areas and sub-areas such as network hubs. Functional 
connectivity analysis has been applied to data of many recording 
modalities, such as electroencephalography (EEG) and electrocor-
ticography (ECoG). With its advantageous spatial resolution, the 
connectivity analysis of widefield data is expected to better inform 
the location of the functionally connected brain areas. For instance, 
Kuroki et al., reported a confined cortical region between visual and 
somatosensory areas to exhibit hub-like characteristics in response 
to simultaneous visual, auditory, and somatosensory stimulation, 
which may play a critical role in multisensory integration [20]. 
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The coordinated activity across brain regions can be also eval-
uated through quantifying spread of activity over time and across 
cortical space. Indeed, widefield imaging has revealed stereotypical 
spatiotemporal patterns, called motifs, across multiple cortical 
areas. These stereotypical motifs are shown to explain a more 
significant amount of widefield imaging signals than the functional 
connectivity does [21]. Several methods have been applied to 
extract these motifs from imaging data, including methods based 
on similarity to anatomical data [9], unsupervised clustering 
(k-means, hierarchical clustering) [13], and dimensionality reduc-
tion (e.g., Independent Component Analysis) [21]. Motifs were 
initially observed in sleep, anesthetized, and quiescent awake states, 
and their functional and behavioral roles have been debated. These 
activities may represent “mental imageries”: spontaneous represen-
tation of the environment or expectation of the upcoming sensory 
information. More recently, motifs have been also observed during 
visuomotor behaviors, but current evidence suggests that they are 
not predictive of detection and discrimination behavior [21, 22]. 

1.3 Expandability Widefield imaging is a recording technique that is relatively simple 
to set up and can be used while the space above the brain being 
studied is unobstructed. This makes it easy to use in conjunction 
with other recording or stimulation techniques. For example, it has 
been paired with single-unit electrophysiology to study the rela-
tionship between single-unit spikes and widespread activity across 
brain areas [23]. Barson et al. reported ways to achieve simulta-
neous widefield and two-photon imaging to reveal the relation 
between local network activities within an area and global activities 
across areas [24]. Widefield calcium imaging has also been paired 
with intrinsic-signal imaging via multispectral recording approaches 
to reveal neurovascular coupling [25]. Widefield imaging has also 
been combined with brain stimulation techniques to investigate 
causal interactions between distant brain areas [26, 27]. These 
combinations of widefield imaging with other techniques enhance 
its capabilities and can help to understand the neural network 
dynamics involved in visuomotor behaviors.
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2 Materials 

There are several experimental strategies for achieving widefield 
imaging during visuomotor behaviors. The most common method 
is the use of a tandem-lens imaging system in combination with 
head fixation (manual restriction of head movement), which stabi-
lizes the head during in vivo imaging while still permitting the 
animal to express a range of behaviors. This section covers the 
standard imaging system adopted for widefield imaging, equipment 
for behavioral reporting under head fixation, and the recent devel-
opment of head-mounted miniature microscopes, which allow for a 
wider range of behaviors in the animal. 

2.1 Imaging in Head-

Fixed Condition 

2.1.1 Imaging System 

The standard optical design used for widefield imaging employs a 
tandem-lens design [28] (Fig. 2a), which consists of two lenses 
(typically macroscope lenses)—one facing the imaging sensor 
housed in a camera (the reversed or objective lens), and the other 
facing the brain sample (called primary or imaging lens). The 
sample at the focal plane of the primary lens is projected to infinity, 
and the reversed lens focuses the image to its focal plane on the 
imaging sensor. Between the two tandem lenses lies an infinity-
focused image path. The focal length of the two lenses decides the 
effective magnification. This tandem-lens design efficiently collects 
photons from the brain samples and allows low-intensity light 
illumination (e.g., light-emitting diode (LED)), reducing the 
bleaching of the neural activity sensor. The infinity-focused image 
path between the lenses can accommodate spectral filters and 
dichroic mirrors, enabling the collection of photons in a specific 
spectral range by the imaging sensor. This path can be further split 
into multiple horizontal paths by adding a dichroic mirror, enabling 
multi-camera imaging for Fluorescence Resonance Energy Transfer 
(FRET)-based activity sensors (e.g., [29]) and uniform illumina-
tion of the brain from above (epi-illumination). Köhler illumina-
tion is often incorporated to improve the homogeneity of 
illumination on the sample further [28]. 

There have been two main approaches to choosing the depth of 
field of the imaging system. Traditionally, shallow (< 100 um) 
depth of field was preferred and achieved with moderate-to-high 
(typically >0.3) numerical aperture (NA) lenses, which are suitable 
for samples with brain signals at a limited range of depths, such as 
brain slices. However, for samples with brain signals occurring 
across depths, imaging systems with deep (>1 mm) depth of field 
are more appropriate, such as for large (> 2 × 2 mm), curved 
cortical surfaces or cortical tissue with target fluorophores 
expressed across multiple layers. In addition to using low (<0.1) 
NA lenses, the effective depth of field can also be increased through 
the use of light polarization [30, 31]. This involves shining a
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Fig. 2 Equipment for widefield optical imaging during visuomotor behavior. (a) Schematic diagram of tandem-
lens macroscope with Köhler epi-illumination, often paired with head-fixation. (b) Examples of apparatus for 
behavioral reporting during head-fixation. B1. Spherical treadmill, paired with virtual-reality. B2. Flat-floored 
air-lifted platform. B3. Steering wheel. (c) Imaging system with head-mounted microscope for mice. (d)  A  
mouse bearing the head-mounted microscope engaging in natural behavior. (B1 reproduce from [71], licenced 
under CC-BY 4.0, B2 reproduced from [35] with permission from MyJOVE Corporation, c, d reproduced from 
[49] with permission from Springer Nature)



linearly polarized beam perpendicular to the tissue and detecting 
the “cross-linear” photons that have lost their initial polarization 
and tend to reach deeper structures by using a linear polarizing 
filter in the infinity-focused image path. However, this method can 
also introduce contamination of optical signals from depths beyond 
the target layer, so the depth of field should be chosen case by case 
based on the distribution of the target fluorophore.
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2.1.2 Apparatus for 

Behavioral Report 

Here we survey the apparatus used for visuomotor behaviors under 
head-fixation, the standard condition for widefield imaging. 

2.1.3 Treadmill (Fig. 2B1) Locomotion is a type of movement that occurs in many animals and 
can be studied using treadmills. There are several types of tread-
mills, such as belts [32], rotating disks [33], cylinders [34], and 
floating spheres with constant air flow ([32]). These treadmills can 
be combined with visual feedback or virtual reality systems, and 
they can have one or two degrees of freedom. The 1D version only 
detects forward and backward movements, while the 2D version 
also detects movements to the left and right. Once the distance 
from the head to the treadmill floor is appropriately adjusted, the 
head-fixed animal typically starts locomoting without needing to 
acclimate. The 2D version paired with a virtual reality system can 
provide a more immersive environment, but it may require more 
acclimation time. There are a few potential drawbacks of this 
approach: (1) Locomotion activates multiple motor and sensory 
systems, leading to widespread activation in various brain regions. 
To study the neural activity for each specific modality, it is essential 
to monitor each body part separately and regress out each body 
movement. (2) There is a mismatch between visual and vestibular 
cues. (3) In case of the 1D apparatus, there may be a large mismatch 
between the animal’s motor plan and how it can actually navigate. 

2.1.4 Flat-Floored Air-

Lifted Platform (Fig. 2B2) 

The flat-floor system is similar to the floating ball system, but 
instead of a ball, the floor itself is made to float using air 
[35]. This allows the animal to explore the floor by moving the 
air-lifted floor itself. Unlike the floating ball system, the flat-floor 
system is in the real world and can be furnished with additional 
sensory cues such as odors and sounds. 

2.1.5 Button/Lever Utilizing buttons or levers as experimental tools is a prevalent 
technique when investigating animal behavior including visuomo-
tor behavior. This approach becomes particularly pertinent for 
species possessing advanced hand dexterity, such as primates and 
rodents. 

For primates, Friedman et al., employed a reach-to-grasp task 
to probe cortical regions that govern sequential motor phases in 
macaques [36]. Furthermore, lever pressing has been instrumental



in designing visuomotor tasks for marmosets [37]. For rodents, the 
lever pressing paradigm has facilitated the elucidation of sequential 
motor phases, providing insights into the microcircuitry for the 
motor behavior [38]. Additionally, this methodology has been 
pivotal in exploring how sensory cues influence motor actions [39]. 
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2.1.6 Steering Wheel 

(Fig. 2B3) 

In a steering wheel setup, a head-fixed animal can turn the wheel 
either to the left or right to report its choice behaviors based on the 
visual information on the screen. This system has been used for 
visual discrimination tasks in mice [40]. However, this method is 
prone to the animals’ development of choice bias. The exact cause 
of this is not fully understood, but it is known that head position 
relative to the wheel is one of the influencing factors. 

2.1.7 Eye-Tracking 

System 

Eye tracking, particularly in animals like primates with advanced eye 
movement systems, offers insights into an animal’s internal state. 
Researchers achieve this by training animals to fixate on specific 
locations within their visual field [41–43]. 

To track gaze position, two primary methods have been used: 
magnetic coil implantation in the eye and infrared camera systems 
that capture pupil movements. However, a limitation with conven-
tional eye trackers is their reduced capability to detect 
microsaccades—swift eye movements smaller than 1 degree occur-
ring several times per second. Addressing this, the digital Dual 
Purkinje Imaging (dDPI) eye tracker emerges as a breakthrough, 
offering unparalleled precision of 0.005 deg RMS. This advance-
ment ensures the reliable detection of microsaccades and fixational 
drifts. 

Recent applications of high-precision eye tracking, particularly 
in free-viewing scenarios, have leveraged the encoding modeling 
analysis to discern the receptive fields of individual cells [44]. Inte-
grating this advanced eye-tracking technology with widefield imag-
ing and the encoding modeling analysis [45] would facilitate 
resolving the population receptive fields (pRF) from each camera 
pixel. 

2.2 Imaging with 

Head-Mounted 

Microscope 

Brain recording experiments, including widefield imaging, have 
widely employed the head-fixation system combined with the 
behavioral reporting apparatus we have discussed above. However, 
there are still many research areas that cannot be accessed with this 
method, including the stimulation of an animal’s vestibular system, 
exploration in three-dimensional space, and naturalistic social inter-
actions with other animals. Moreover, head-fixation is known to 
induce stress, leading to an alteration of natural behavior [46]. 

To address these limitations, some researchers have developed 
head-mounted microscope systems that allow animals to move 
their heads with fewer constraints. One of the first of its kind is a 
fiber-based microscope [47]. This scope was capable of imaging



2 × 2 mm field of view at a single wavelength. Scott et al. [48] 
developed a miniaturized imaging system that brought the power 
of tabletop microscopes to the head-mounted domain. This system 
was composed of a 3D-printed plastic macroscope body that holds 
optics, multiple LEDs for fluorescence and reflectance imaging, a 
CMOS imaging sensor, and readout electronics [48]. It enabled the 
imaging of the dorsal part of one cortical hemisphere (7.8 × 4 mm  
field of view) in rats while they performed an evidence accumula-
tion task, in which they report their perception by inserting their 
nose into one of three ports based on the flow of visual information 
over time. The system, including the headplate and cable, weighs 
33 g, which is less than 10% of the typical weight of an adult rat, and 
is suitable for use with animals as heavy as rats, but not with lighter 
animals such as mice. More recently, Rynes et al. (2021) developed 
an even lighter imaging system (<4 g) that can image an 8 × 10 mm 
field of view (Fig. 2c, d) [49]. It encapsulates three LEDs for 
multispectral imaging, a single collimator lens, a CMOS sensor, 
and readout electronics. With this system, the two cortical hemi-
spheres of mice were imaged during interactions with another 
mouse and during transitions from wakefulness to sleep. These 
miniaturized head-mounted microscopes are expected to be used 
for the study of visuomotor behaviors in the near future. 
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3 Methods 

This section addresses the technical challenges that often arise when 
imaging the brain during visuomotor behaviors. These challenges 
include isolating the excitation and emission light from ambient 
light, and eliminating hemodynamic and mechanical artifacts that 
can distort the optical signals produced by neuronal activity. Poten-
tial solutions for these challenges are also discussed. 

3.1 Light 

Contamination (Fig. 3, 

Note 5.1) 

Visuomotor behaviors and widefield imaging exploit light for dif-
ferent purposes: the former is for stimulation of the photoreceptor 
in the retina, while the latter is for measuring brain activity through 
collection of fluorescence or reflectance lights. To accurately mea-
sure brain activity using light, it is essential to ensure that the 
imaging sensor does not detect the photons from the visual stimuli. 
In other words, photons from the two light sources should not be 
contaminated. There are three main strategies for preventing light 
contamination in this context. 

3.1.1 Physical 

Segregation (Fig. 3A1) 

The photons collected at the imaging sensor for visual stimulation 
can be separated from other photons by using a physical screening 
device, such as a cone placed on the skull surrounding the imaging 
window. This cone blocks radiating and scattering light from the 
visual stimulation device, allowing only the light needed for
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Fig. 3 Strategies for reducing imaging artifacts. (a) Strategies to reduce light contamination. A1.  (left) Physical 
segregation. (middle) An application of a light-isolation cone around the cranial window, and a light-isolation 
shade around the screen. A hole on the side of the cone allows direct access to the brain for simultaneous 
electrophysiological recording. A slit on the shade allows the fitting of an optical filter, further reducing 
spectral contamination. (right) The light-isolation shade, viewed from the side of the screen. A2. In spectral 
segregation, the wavelength for visual stimulation is altered to be not overlapping with those for imaging. A3. 
In temporal segregation, times for visual stimulation is altered to be not overlapping with those for imaging. (b) 
Multispectral imaging for simultaneous neuronal and hemodynamic imaging. For hemodynamic imaging, 
additional light source(s) is added (red). (c) Ways to suppress brain suppression. C1. Permanent sealing of 
coverslip glued onto a thinned skull, secured with dental cement. The layer of dental cement is covered with 
black pigments to reduce light scattering. C2. Permanent sealing of double-layered coverslip onto a cranial 
window with dental cement. C3. Temporal sealing of coverslip with sliding-top cranial window. (C3 reproduced 
from [72] with permission from Elsevier B. V.)



imaging to pass through. However, this approach is not immedi-
ately applicable when the imaging is combined with techniques that 
require access to the brain, such as extracellular unit recording. In 
these cases, a small port opened on the lateral wall of the cone may 
provide access to the brain. Alternatively, it is possible to prevent 
the light contamination with a shade covering the entire stimula-
tion device. Such a device can preserve access to the brain, but it can 
cause distress in the animal being studied and may result in altered 
behavior and eye discharge.
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3.1.2 Spectral 

Segregation (Fig. 3A2) 

In widefield fluorescence imaging, only photons within the emis-
sion wavelengths of the fluorophore are captured by the imaging 
sensor. In case of GCaMP imaging, for instance, photons at 530 nm 
are collected at the sensor. Photons outside of this wavelength 
range can be utilized for visual stimulation. One way to achieve 
segregation in the spectral domain is to limit the spectral range of 
the visual stimulation devices. These devices, such as liquid crystal 
displays and cathode-ray tubes, usually have red, green, and blue 
light emitters. If the target wavelength for imaging falls within the 
emission spectrum of one of these emitters, it may be possible to 
eliminate spectral overlap by removing that emitter. However, the 
emission spectra of these emitters often overlap, making this 
approach less effective. Using an additional optical filter in front 
of the visual stimulation device may help to reduce the spectral 
overlap further. One disadvantage of these spectral segregation 
strategies is that they alter the character of the visual stimuli, 
which can impact the visual system of the animal being studied. 
In some species, photoreceptor intensity is known to distribute 
heterogeneously across retinal surface [50]. Some brain areas are 
also known to be particularly responsive to specific wavelengths, 
e.g., color-sensitive columns in primates [51, 52], which may con-
tribute to visually oriented motor actions [53]). Thus, it is vital to 
consider the effect of the altered spectrum in the visual stimuli on 
photoreceptors and brain areas that are particularly sensitive to 
specific wavelengths when implementing them. On the other 
hand, this approach allows for an unobstructed space between the 
brain and the primary lens, unlike the physical segregation 
approach (Fig. 3A1). 

3.1.3 Temporal 

Multiplexing (Fig. 3A3) 

Photons for the visual stimulation and for the widefield imaging 
can be also separated with a temporal multiplexing approach (simi-
lar to the technique employed for multiphoton imaging [54]). In 
this approach, the imaging light and the visual stimulation light are 
emitted intermittently, alternating with each imaging frame. The 
emission times of the two light sources are synchronized with the 
frame-grabbing times at the imaging sensor, and the imaging 
frames corresponding to times when only the excitation light is



emitted are analyzed to probe brain activity. For this method to 
work, the light sources for visual stimulation and optical imaging 
must be capable of rapidly turning on and off in response to 
external control signal, and the imaging camera must support out-
puts for frame-grabbing times. Alternation of the two light sources 
can be achieved with a single-board microcontroller (e.g., Arduino) 
that can operate at megahertz range. One possible way to imple-
ment the temporal multiplexing is as follows: The camera is oper-
ated to run at a prespecified frame rate and produce camera 
acquisition times, which are sent to a microcontroller. The micro-
controller is also connected to the light sources for visual stimula-
tion and for imaging. Every time the microcontroller receives the 
signal corresponding to the end of a frame acquisition, it flips the 
polarity of the output to the two light sources. One advantage of 
this temporal multiplexing approach is that it clears the space 
between the primary lens and the brain being studied, but it also 
halves the camera frame rate and visual stimulation frequency. If the 
effective visual stimulation frequency is too low, the flickering of the 
screen itself can evoke visual responses in the retina and subsequent 
processing in the brain. 
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3.2 Hemodynamic 

Artifact 

3.2.1 Imaging 

Hemodynamics 

The optical signal acquired through widefield optical imaging is 
often contaminated by signals from sources other than the target 
fluorophores, such as flavoproteins that are naturally occurring 
fluorophores in the brain. These intrinsic fluorescence signals can 
be negligible when the target fluorophores are strongly expressed. 
Another source of contamination is the hemodynamic signal, which 
results from the absorption of emission light by the hemoglobin in 
the brain tissue along the optical path between the excitation light 
source and the target fluorophore. This hemoglobin-induced 
absorption affects the fluorescence in a multiplicative manner, indi-
cating that the hemodynamic contamination of the fluorescence 
signal persists regardless of the level of fluorophore expression. 
Furthermore, hemodynamic signals are known to be enhanced 
during awake, behaving conditions, highlighting the need for accu-
rately removing the hemodynamic artifact in the widefield signal 
[55]. The hemodynamic signal consists of two main components: 
concentrations of oxygenated hemoglobin (HbO) and deoxygen-
ated hemoglobin (HbR). These two components are generally 
correlated, but they have different dynamic characteristics, such as 
onset latency [56]. Hence, measuring these multiple hemodynamic 
signals is crucial for accurately estimating the net neural activity 
from the target fluorophore. One way to measure these hemody-
namic signals is to image the back-scattered light from the brain 
tissue exposed to specific wavelengths. Hemoglobin absorbs light 
with different efficiency at different wavelengths, which is summar-
ized in its absorption spectra. This efficiency also depends on 
whether the hemoglobin is oxygenated or not, and the absorption



spectra for HbO and HbR do not overlap at most wavelengths, 
with a few exceptions called isosbestic points (586 nm and 
808 nm). Light at one of these wavelengths reflects the total 
volume of hemoglobin (HbT) regardless of its oxygenation state. 
Light at other wavelengths reflects a mixture of HbO and HbR, 
with the mixture ratio depending on the wavelength. HbO has 
been also estimated using the wavelength (630 nm) at which the 
absorption ratio between HbO and HbR is small (~0.1). More 
recently, for GCaMP imaging, ultraviolet light (~410 nm) has 
been utilized to estimate hemodynamic signals. At this wavelength, 
GCaMP is not calcium-dependent, so the fluorescence signal is 
thought to reflect nonneuronal signals, including hemodynamic 
signals [17]. This method can correct hemodynamic contaminants 
in the emission path (but not the excitation path), and cause 
phototoxic damage to brain tissue over long periods. 
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3.2.2 Simultaneous 

Neuronal and 

Hemodynamics Imaging 

(Fig. 3b) 

To remove the hemodynamic components from the imaging signal, 
it is necessary to image fluorescence from the target fluorophore 
and the hemodynamic signals from the same brain region simulta-
neously. There are two main approaches for achieving simultaneous 
imaging: temporal and spectral multiplexing. Temporal multiplex-
ing involves alternating the emission times of the different light 
sources, while spectral multiplexing uses light sources at different 
wavelengths. Both approaches allow for the simultaneous imaging 
of the target fluorophore and the hemodynamic signals. 

In the temporal multiplexing approach, multiple light sources 
with different wavelengths are switched on and off during each 
imaging frame while the imaging sensor continuously acquires 
images at different wavelengths [17]. This switching can be con-
trolled through a single-board microcontroller triggered by the 
camera acquisition signals (in the same way implemented in Sub-
heading 3.1). The temporal multiplexing approach only requires 
one imaging sensor, making it more easily adoptable, but it also 
reduces the effective sampling frequency. 

In the spectral multiplexing approach, light with multiple 
wavelengths is continuously emitted, and the back-scattered light 
of different wavelengths is captured by multiple imaging sensors or 
a single multispectral camera. Alternatively, multiple cameras can be 
placed at the end of diverted optical paths to collect photons from 
different wavelengths [22, 57]. This approach does not compro-
mise the sampling frequency but requires more complex equipment 
than temporal multiplexing to align the multiple images. 

3.3 Mechanical 

Artifact (Note 5.2) 

All functional imaging techniques, including widefield imaging, 
rely on the assumption that the position of the pixel on an imaging 
sensor relative to the brain is stably fixed during the recording 
period. Any movement of the brain relative to the pixel position 
can distort the imaging results, especially during visuomotor



behavior. Even if the animal being studied is held or trained to be 
still, subtle movements caused by the autonomic nervous system, 
such as breathing and heartbeats, can move the brain periodically, 
affecting the imaging results. There are two ways to address these 
issues: the first minimizes the brain movement itself during the 
recording, while the second resorts to image analysis techniques 
to remove the artifacts from the recorded signals. Here we discuss 
the former strategy, and will address the latter in Subheading 3.4. 
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3.3.1 Body Movement Body movement is a common cause of the displacement of the 
brain with respect to the imaging sensor, particularly when it affects 
the distance between the brain and the imaging sensor. For exam-
ple, head nodding can cause displacement when imaging from 
above the head. To minimize this displacement, it is recommend-
able to adopt a head-fixation system that is resistant to these move-
ments, such as one with three clamping points located on the sides 
and back of the head rather than just the sides (e.g., [58]). On the 
other hand, translational or rotational movements that do not 
change the distance between the brain and the imaging sensor can 
be corrected using image registration algorithms, which will be 
addressed in Subheading 3.4. Some studies with multiphoton 
imaging have adopted head-fixation systems that allow for head 
rotation while still maintaining a stable distance between the brain 
and the imaging sensor [59], which is readily adoptable for wide-
field imaging. 

3.3.2 Brain Pulsation 

(Fig. 3c) 

Widefield imaging has been widely conducted through thinned 
skull [60] (Polished and reinforced thinned skull, PoRTS, 
Fig. 3C1) or even through the intact skull in mice. However, if a 
cranial window is made for some purposes, such as expressing 
genetically encoded activity indicators or for applying synthetic 
dyes, the portion of the brain over the craniotomy can pulsate 
extensively due to the heartbeat, especially in primates. This pulsa-
tion causes periodic displacement of the brain, leading to spurious 
imaging signal. It can be suppressed by sealing the cranial window 
with a coverslip permanently glued to the surrounding skull 
(Fig. 3C2)  [61]. Alternatively, the cranial window can be sealed 
by a coverslip pressed against an O-ring sunk into the surface of the 
chamber, and the cranial window is filled with a substance such as 
agar, silicone oil, cerebrospinal fluid (CSF), or phosphate-buffered 
saline (PBS) [62] (Fig. 3C3). The latter mechanism allows removal 
of the coverslip, thus ideal if it is necessary to access the brain 
directly, for staining with artificial fluorescence dyes or for mainte-
nance of the surface condition. In species with less-pronounced 
pulsation, these rigid seals are overkill. Instead, softer materials 
such as polydimethylsiloxane (PDMS) can sufficiently suppress 
the brain pulsation. Widefield imaging has been successfully per-
formed using agar in rats (e.g., [63]) and PDMS in mice [64].
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We have discussed sources of artifactual optical signals during 
visuomotor behaviors, and ways to reduce them through experi-
mental approaches. The following section discusses data analysis 
techniques that are used to reduce imaging artifacts, which is 
essential for improving the accuracy and reliability of imaging data. 

3.4 Offline Artifact 

Removal 

Widefield imaging data collected during visuomotor behavior is 
susceptible to two primary sources of artifacts that do not accu-
rately reflect brain activity: brain motion and hemodynamics. Brain 
motion can be caused by the animal’s ballistic movements or by 
rhythmic movements such as heartbeats and respiration. Hemody-
namic activity, including changes in blood volume and oxygena-
tion, can act like a “shutter,” attenuating fluorescence signal from 
the target fluorophore. This section reviews strategies for minimiz-
ing these artifacts in acquired imaging data. 

3.4.1 Brain Movement 

and Pulsation 

The imaging data collected during visuomotor behaviors can con-
tain spurious signals that stem from displacement of the brain 
relative to the imaging sensor. These artifacts can be reduced by 
mechanically stabilizing the optical path or by deploying image 
registration algorithms to compensate for the displacement. 
Image registration typically involves three steps: first, creating a 
template image from a period when the animal is stationary; sec-
ond, computing the distance between each frame and the template 
image (either in real space or Fourier space); and third, registering 
each frame to the template. These procedures are usually done 
offline as the first step of the data analysis pipeline, but it is becom-
ing increasingly possible to do them in real time during image 
acquisition [65]. Image registration can reduce brain movement 
artifacts for most visuomotor behaviors, but it is not a universal 
solution as it cannot correct motion along the z-axis. Therefore, it 
is vital to minimize motion along the z-axis during image acquisi-
tion, as discussed in Subheading 3.3. 

If the displacement is caused by cyclic motions such as breath-
ing and heartbeat, the spurious signal caused by such movement 
can be reduced with a data resampling technique. During each cycle 
of these movements, the brain’s position relative to the imaging 
sensor often moves in a predictable manner, meaning that the 
brain’s position is fixed at the same temporal phase across cycles. 
As a result, imaging data resampled at the same phase should be free 
of artifacts caused by cyclic motions. This method is most effective 
for imaging slow brain activity, such as hemodynamic signals. 

3.4.2 Hemodynamics In Subheading 3.2, we discussed the importance of multispectral 
imaging in obtaining the net neuronal activity in widefield signal. 
This section reviews strategies for removing hemodynamic signals 
from the multispectral data.
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Spectral Unmixing Spectral imaging simultaneously produces two types of frames: (A) 
a signal from the target fluorophore contaminated by hemody-
namic components, and (B) a signal from sources outside the target 
fluorophore. To reduce the hemodynamic artifact in signal A, the 
hemodynamic signal B is scaled by the regression coefficient with 
signal A. The regression is typically performed on signals from 
individual pixels or on the average of signals across pixels. This 
simple regression procedure has been widely used in widefield 
imaging studies [66]. 

As we discussed in Subheading 3.2, the hemodynamic signal 
consists of two main components: the concentrations of oxyge-
nated and deoxygenated hemoglobin (HbO and HbR). Although 
these two components are generally correlated, they have different 
dynamic characteristics. To accurately extract the net neuronal 
signal from the observed widefield signal, it is essential to remove 
the both hemodynamic components from the contaminated signal. 
To do this, signal B must be sampled at least two different wave-
lengths. The resulting multiple signal Bs are generally highly cor-
related because they almost inevitably contain HbO and HbR. 
Therefore, it is not effective to remove signal A by regressing it 
against multiple signal Bs. Instead, it is necessary to first estimate 
HbO and HbR from the multiple signal Bs, and then subtract these 
components from the contaminated fluorescence signal A. The 
different light propagation properties of HbO and HbR in scatter-
ing tissue (as described by the Beer-Lambert Law) have been used 
to successfully estimate HbO and HbR from multiple signal Bs 
[25, 56, 57]. 

Data Compression It has been reported that data compression algorithms to widefield 
imaging data can identify spatial components with prominent vas-
cular patterns (e.g., [58]). These components may be considered 
hemodynamic artifacts and can be subtracted away to reveal the net 
neural activity. This approach can be applied to any imaging data 
and does not require specialized equipment, unlike the spectral 
unmixing approach. However, it does require manual inspection 
of spatial components, which can be time-consuming and subject 
to inspector bias. Additionally, there is a risk of removing actual 
neuronal signals due to the correlation between neuronal spiking 
and hemodynamic signals known as neurovascular coupling 
[67, 68]. This coupling can lead to a violation of the assumptions 
for data compression algorithms. These drawbacks make this 
approach less compelling compared to the spectral unmixing 
approach.
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3.5 Example 

Application: Widefield 

Calcium/Voltage 

Imaging During Visual 

Detection 

As an example of widefield imaging during visuomotor behavior, 
here we discuss one study that investigated the impact of the 
ongoing bilateral fluctuation on visual response and perception 
[22]. It was well documented that ongoing activity can display a 
striking degree of bilateral symmetry between the cortical hemi-
spheres (e.g., [13, 69]). It was not clear, however, to what extent 
this bilateral ongoing activity can influence sensory-evoked activity. 

For the experimental setup, transgenic mice expressing GECI 
or GEVI were implanted with a head-fixation bar and a glass 
coverslip over a thinned skull (Fig. 3C1), ensuring stable imaging 
over an extended period exceeding 3 months covering the task 
training period. Within this setup, the mice were positioned in a 
head-fixed manner and engaged in a visuomotor task, utilizing a 
miniature wheel (Fig. 2B3). 

The widefield imaging was conducted over the dorsal portions 
of both cortical hemispheres (Fig. 4a) using a tandem-design wide-
field scope (Fig. 2a). To minimize ambient light contamination in 
the imaging signal, light-isolation techniques were implemented 
through the temporal unmixing approach (Fig. 3A3). 

Both widefield calcium and voltage signal unveiled significant 
ongoing bilateral fluctuations, particularly evident in areas proximal 
to the midline (Fig. 4b). Further analysis of these fluctuations 
revealed their dominant influence on unilateral visual responses 
(Fig. 4c). The bilateral fluctuations dominated unilateral and loca-
lized visual responses, revealed after averaging signals across >100 
trials (Fig. 4d). These findings posit that to fully comprehend 
neuronal activity within one hemisphere, it might be imperative 
to incorporate recordings from the analogous areas in the other 
hemisphere. 

Interestingly, despite the prevalence of fluctuations in critical 
visual areas such as PM (Fig. 4e), their presence did not hinder 
visual detection behavior (Fig. 4f). This observation led to the 
hypothesis that a downstream mechanism potentially nullifies bilat-
eral fluctuations by contrasting activity between the left and right 
visual cortices, calling for further research on the role of the bilat-
eral ongoing activity. 

4 Conclusion 

To summarize, widefield optical imaging is a method that allows 
researchers to observe mesoscale spatiotemporal dynamics within 
and between brain areas, including functional structures and their 
evolution over time. It can be also employed to study coordinated 
inter-areal dynamics, which are important for understanding visuo-
motor behaviors. Additionally, widefield imaging is easily combined 
with other neurostimulation and recording techniques. However, 
there are several sources of artifactual signals that can impact the
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Fig. 4 Widefield calcium imaging during visual detection task. (a) Location of somatosensory and motor areas 
based on the anatomical database by Allen Brain Atlas. The background image indicates a raw fluorescence 
signal obtained from an example mouse expressing GCaMP6. Superimposed green contour lines indicate 
borders registered in the Common Coordinate Framework of the Allen Brain Atlas. (b) Three example 
sequences of calcium signals during the period before visual stimulation when a mouse was holding the 
wheel without detectable eye movements. (c) Three example sequences of calcium signal during the period



►

accuracy of widefield imaging during visuomotor behavior. One is 
the contamination of photons from the visual stimulation device 
into the imaging signal. This contamination can be reduced 
through physical segregation, temporal multiplexing, and spectral 
multiplexing. The second major source of spurious signal stems 
from the movement of the brain, which can be minimized either by 
mechanically stabilizing and suppressing the brain movement or 
through the image registration procedure. The third major sources 
are hemodynamic artifact, which impacts imaging signal in a multi-
plicative manner. This artifact can be minimized by simultaneous 
neuronal and hemodynamic imaging, combined with spectral 
unmixing approaches. With these issues adequately addressed, 
widefield imaging has the potential to provide valuable insights 
into the brain processes involved in visuomotor behaviors.
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5 Notes 

5.1. Strategies to Prevent Light Contamination (Fig. 3a) 
To effectively mitigate light contamination, it’s essential 

to evaluate the advantages and limitations of each prevention 
method. Physical segregation (Fig. 3A1) offers robust light 
shielding but can overly constrain the animal’s movement. 
On the other hand, temporal multiplexing (Fig. 3A3) offers a 
noninvasive approach but necessitates specialized equipment 
like cameras and visual stimulation devices. This method also 
poses potential challenges, such as inducing brain responses 
due to light flickering. Hence, the chosen strategy should 
align with the extent of light contamination relative to the 
authentic optical signals originating from brain activity. 

To quantify light contamination, one can assess the 
brain’s optical signal while toggling the visual stimulation 
device on and off. Additionally, illuminating the imaging 
window vicinity with a flashlight can mimic stray light effects. 
An optimal imaging setup should exhibit consistent signal 
readings irrespective of the device’s activation or the

Fig. 4 (continued) after presentation of 50% contrast to the left monocular visual field. In each example, the 
right-most number in parentheses indicates correlation coefficient of the sequence to the average across 
repeats. (d) Average neural activity across repeats. (e) Contrast responses from trial groups of high (cyan) and 
low (blue) contralateral ongoing activity averaged across animals. Curves indicate contrast-response functions 
where the scale parameter is free (solid curve) or fixed (dotted curve) between the high and low ongoing 
activities. Error bars represent S.E. across seven animals. (f) Probability of turning the wheel to the correct 
direction as a function of stimulus contrast, averaged across animals. The probability is computed separately 
in trial groups of low (blue) and high (cyan) ongoing activity measured in area PM. Error bars represent 
S.E. across seven animals. Curves indicate psychometric functions obtained by fitting a probabilistic observer 
model [40] separately to the two sets of responses



flashlight’s illumination. Ideally, light contamination artifacts 
should be minimized to levels below the brain signal’s inher-
ent fluctuations, which can vary based on the imaging modal-
ity and sensor characteristics. 
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Opting for physical segregation typically involves crafting 
light-isolation components (cones and shades), which may 
be greatly facilitated by the use of 3D printer. This approach 
offers agility in prototyping various designs cost-effectively. 
Although 3D-printed materials may lack durability, they can 
offer excellent light-shielding capabilities when fabricated 
with 100% infill. If concerns arise regarding light scattering 
from the printed surface, enhancing the material’s surface 
with black flocked paper (e.g., BFP1, Thorlabs), could be a 
viable option. 

5.2. Imaging Window Preparation (Fig. 3c) 
For optimal spatial resolution in widefield imaging, the 

use of the PoRTS window (Fig. 3C1) is highly recom-
mended. When executed correctly, this method offers excel-
lent optical clarity while minimizing the potential activation 
of microglia and astrocytes, which could lead to an inflam-
matory response and subsequent alterations in neuronal 
physiology. The creation of the PoRTS window typically 
involves the use of a high-speed hand-held drill (e.g., Volvere 
i7, NSK). Alternatively, a scalpel blade can be employed to 
gently scrape off the surface of the skull. To avoid overheat-
ing the brain tissue, it’s essential to thin the skull gradually, 
working in short intervals. Clear away any skull debris either 
by rinsing with water or using an air pump. For optimal 
clarity, thin the skull down to the compact bone layer, ensur-
ing removal over the spongy bone layer. To complete the 
PoRTS window, reinforce the thinned area with a cover glass 
using either cyanoacrylate adhesive [60] or an adhesive resin 
cement overlaid with a thin layer of clear nail polish [70]. 

The cranial window preparation (Fig. 3C2) is indispens-
able for achieving the desired optical clarity in widefield 
imaging; however, it demands meticulous attention to detail. 
To remove the skull segment corresponding to a cranial 
window, a dental drill is commonly utilized to etch a defined 
window perimeter. In cases where the skull presents a flat 
surface, a biopsy punch may serve as a viable alternative for 
etching the window. Throughout this procedure, the appear-
ance of small cracks and moisture indicative of cerebrospinal 
fluid signifies successful penetration of the skull. A vital aspect 
of this preparation is minimizing bleeding beneath the skull 
to preserve the brain’s optical signal integrity. To achieve this, 
immerse the exposed area in artificial cerebrospinal fluid 
(aCSF), ensuring coverage up to the entire dura mater



beneath the skull flap. Subsequent removal of the dura from 
the skull flap should be performed slowly, with a fine tweezers 
(e.g., jeweler’s forceps) or a disposal needle. Should bleeding 
occur post-flap removal, refrain from using cotton applica-
tors or sponges to prevent potential long-term inflammatory 
responses within the brain. Instead, delicately apply aCSF to 
the brain’s surface to cleanse and mitigate bleeding. 
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dependent modulation of slow wave motifs 
towards awakening. Front Cell Neurosci 11: 
108. https://doi.org/10.3389/fncel.2017. 
00108 

14. Scott G, Fagerholm ED, Mutoh H et al (2014) 
Voltage imaging of waking mouse cortex 
reveals emergence of critical neuronal dynam-
ics. J Neurosci 34:16611–16620. https://doi. 
org/10.1523/JNEUROSCI.3474-14.2014 

15. Madisen L, Garner AR, Shimaoka D et al 
(2015) Transgenic mice for intersectional tar-
geting of neural sensors and effectors with high 
specificity and performance. Neuron 85:942– 
958. https://doi.org/10.1016/j.neuron. 
2015.02.022

https://doi.org/10.1007/s00429-021-02415-4
https://doi.org/10.1007/s00429-021-02415-4
https://doi.org/10.1016/j.conb.2020.03.009
https://doi.org/10.1016/j.conb.2020.03.009
https://doi.org/10.1038/nrn1536
https://doi.org/10.1038/nrn1536
https://doi.org/10.1016/j.pneurobio.2024.102657
https://doi.org/10.1016/j.pneurobio.2024.102657
https://doi.org/10.1016/j.cub.2020.11.027
https://doi.org/10.1016/j.cub.2020.11.027
https://doi.org/10.1016/j.celrep.2018.02.092
https://doi.org/10.1016/j.celrep.2018.02.092
https://doi.org/10.1038/nature02396
https://doi.org/10.1038/nn.3499
https://doi.org/10.1038/ncomms4675
https://doi.org/10.1016/j.neuron.2007.10.007
https://doi.org/10.1016/j.neuron.2007.10.007
https://doi.org/10.1016/j.neuron.2013.01.031
https://doi.org/10.1016/j.neuron.2013.01.031
https://doi.org/10.3389/fncel.2017.00108
https://doi.org/10.3389/fncel.2017.00108
https://doi.org/10.1523/JNEUROSCI.3474-14.2014
https://doi.org/10.1523/JNEUROSCI.3474-14.2014
https://doi.org/10.1016/j.neuron.2015.02.022
https://doi.org/10.1016/j.neuron.2015.02.022


206 Daisuke Shimaoka

16. Daigle TL, Madisen L, Hage TA et al (2018) A 
suite of transgenic driver and reporter mouse 
lines with enhanced brain-cell-type targeting 
and functionality. Cell 174:465–480.e22. 
https://doi.org/10.1016/j.cell.2018.06.035 

17. Allen WE, Kauvar IV, Chen MZ et al (2017) 
Global representations of goal-directed behav-
ior in distinct cell types of mouse neocortex. 
Neuron 94:891–907.e6. https://doi.org/10. 
1016/j.neuron.2017.04.017 

18. Markounikau V, Igel C, Grinvald A, Jancke D 
(2010) A dynamic neural field model of meso-
scopic cortical activity captured with voltage-
sensitive dye imaging. PLoS Comput Biol 6: 
e1000919. https://doi.org/10.1371/journal. 
pcbi.1000919.s001 

19. Vanni MP, Murphy TH (2014) Mesoscale tran-
scranial spontaneous activity mapping in 
GCaMP3 transgenic mice reveals extensive 
reciprocal connections between areas of Soma-
tomotor cortex. J Neurosci 34:15931–15946. 
https://doi.org/10.1523/JNEUROSCI.  
1818-14.2014 

20. Kuroki S, Yoshida T, Tsutsui H et al (2018) 
Excitatory neuronal hubs configure multisen-
sory integration of slow waves in association 
cortex. Cell Rep 22:2873–2885. https://doi. 
org/10.1016/j.celrep.2018.02.056 

21. MacDowell CJ, Buschman TJ (2020) 
Low-dimensional spatiotemporal dynamics 
underlie cortex-wide neural activity. Curr Biol 
1–25. https://doi.org/10.1016/j.cub.2020. 
04.090 

22. Shimaoka D, Steinmetz NA, Harris KD, Car-
andini M (2019) The impact of bilateral ongo-
ing activity on evoked responses in mouse 
cortex. elife. https://doi.org/10.7554/eLife. 
43533 

23. Clancy KB, Orsolic I, Mrsic-Flogel TD (2019) 
Locomotion-dependent remapping of 
distributed cortical networks. Nat Neurosci 
503:1–13. https://doi.org/10.1038/s41593-
019-0357-8 

24. Barson D, Hamodi AS, Shen X et al (2019) 
Simultaneous mesoscopic and two-photon 
imaging of neuronal activity in cortical circuits. 
Nat Methods 1–13. https://doi.org/10. 
1038/s41592-019-0625-2 

25. Ma Y, Shaik MA, Kozberg MG et al (2016) 
Resting-state hemodynamics are spatiotempo-
rally coupled to synchronized and symmetric 
neural activity in excitatory neurons. Proc 
Natl Acad Sci USA 113:E8463–E8471. 
https://doi.org/10.1073/pnas.1525369113 

26. Lim DH, Mohajerani MH, LeDue J et al 
(2012) In vivo large-scale cortical mapping 
using channelrhodopsin-2 stimulation in 

transgenic mice reveals asymmetric and recip-
rocal relationships between cortical areas. 
Front Neural Circuits 1–19. https://doi.org/ 
10.3389/fncir.2012.00011/abstract 

27. Resta F, Montagni E, de Vito G et al (2022) 
Large-scale all-optical dissection of motor cor-
tex connectivity shows a segregated organiza-
tion of mouse forelimb representations. Cell 
Rep 41:111627. https://doi.org/10.1016/j. 
celrep.2022.111627 

28. Ratzlaff EH, Grinvald A (1991) A tandem-lens 
epifluorescence macroscope: hundred-fold 
brightness advantage for wide-field imaging. J 
Neurosci Methods 36:127–137 

29. Akemann W, Mutoh H, Perron A et al (2010) 
Imaging brain electric signals with genetically 
targeted voltage-sensitive fluorescent proteins. 
Nat Methods 7:643–649. https://doi.org/10. 
1038/nmeth.1479 

30. White BR, Bauer AQ, Snyder AZ et al (2011) 
Imaging of functional connectivity in the 
mouse brain. PLoS One 6:e16322. https:// 
doi.org/10.1038/nn.2620 

31. Song X, Guo Y, Li H et al (2022) Mesoscopic 
landscape of cortical functions revealed by 
through-skull wide-field optical imaging in 
marmoset monkeys. Nat Commun 13:2238– 
2219. https://doi.org/10.1038/s41467-
022-29864-7 

32. Durand S, Heller GR, Ramirez TK et al (2022) 
Acute head-fixed recordings in awake mice 
with multiple Neuropixels probes. Nat Protoc. 
https://doi.org/10.1038/s41596-022-
00768-6 

33. Kislin M, Mugantseva E, Molotkov D et al 
(2014) Flat-floored air-lifted platform: a new 
method for combining behavior with micros-
copy or electrophysiology on awake freely 
moving rodents. JoVE 1–11. https://doi. 
org/10.3791/51869 

34. Saleem AB, Diamanti EM, Fournier J et al 
(2018) Coherent encoding of subjective spatial 
position in visual cortex and hippocampus. 
Nature 562:124–127. https://doi.org/10. 
1038/s41586-018-0516-1 

35. Niell CM, Stryker MP (2010) Modulation of 
visual responses by behavioral state in mouse 
visual cortex. Neuron 65:472–479. https:// 
doi.org/10.1016/j.neuron.2010.01.033 

36. Friedman RM, Chehade NG, Roe AW, Ghar-
bawie OA (2020) Optical imaging reveals func-
tional domains in primate sensorimotor cortex. 
NeuroImage 221:117188. https://doi.org/ 
10.1016/j.neuroimage.2020.117188 

37. Ebina T, Masamizu Y, Tanaka YR et al (2018) 
Two-photon imaging of neuronal activity in 
motor cortex of marmosets during upper-limb

https://doi.org/10.1016/j.cell.2018.06.035
https://doi.org/10.1016/j.neuron.2017.04.017
https://doi.org/10.1016/j.neuron.2017.04.017
https://doi.org/10.1371/journal.pcbi.1000919.s001
https://doi.org/10.1371/journal.pcbi.1000919.s001
https://doi.org/10.1523/JNEUROSCI.1818-14.2014
https://doi.org/10.1523/JNEUROSCI.1818-14.2014
https://doi.org/10.1016/j.celrep.2018.02.056
https://doi.org/10.1016/j.celrep.2018.02.056
https://doi.org/10.1016/j.cub.2020.04.090
https://doi.org/10.1016/j.cub.2020.04.090
https://doi.org/10.7554/eLife.43533
https://doi.org/10.7554/eLife.43533
https://doi.org/10.1038/s41593-019-0357-8
https://doi.org/10.1038/s41593-019-0357-8
https://doi.org/10.1038/s41592-019-0625-2
https://doi.org/10.1038/s41592-019-0625-2
https://doi.org/10.1073/pnas.1525369113
https://doi.org/10.3389/fncir.2012.00011/abstract
https://doi.org/10.3389/fncir.2012.00011/abstract
https://doi.org/10.1016/j.celrep.2022.111627
https://doi.org/10.1016/j.celrep.2022.111627
https://doi.org/10.1038/nmeth.1479
https://doi.org/10.1038/nmeth.1479
https://doi.org/10.1038/nn.2620
https://doi.org/10.1038/nn.2620
https://doi.org/10.1038/s41467-022-29864-7
https://doi.org/10.1038/s41467-022-29864-7
https://doi.org/10.1038/s41596-022-00768-6
https://doi.org/10.1038/s41596-022-00768-6
https://doi.org/10.3791/51869
https://doi.org/10.3791/51869
https://doi.org/10.1038/s41586-018-0516-1
https://doi.org/10.1038/s41586-018-0516-1
https://doi.org/10.1016/j.neuron.2010.01.033
https://doi.org/10.1016/j.neuron.2010.01.033
https://doi.org/10.1016/j.neuroimage.2020.117188
https://doi.org/10.1016/j.neuroimage.2020.117188


Widefield Optical Imaging During Visuomotor Behaviors 207

movement tasks. Nat Commun 1–16. https:// 
doi.org/10.1038/s41467-018-04286-6 

38. Isomura Y, Harukuni R, Takekawa T et al 
(2009) Microcircuitry coordination of cortical 
motor information in self-initiation of volun-
tary movements. Nat Neurosci 1–9. https:// 
doi.org/10.1038/nn.2431 

39. Kondo M, Matsuzaki M (2021) Neuronal 
representations of reward-predicting cues and 
outcome history with movement in the frontal 
cortex. Cell Rep 34:108704. https://doi.org/ 
10.1016/j.celrep.2021.108704 

40. Burgess CP, Lak A, Steinmetz NA et al (2017) 
High-yield methods for accurate 
two-alternative visual psychophysics in head-
fixed mice. Cell Rep 20:2513–2524. https:// 
doi.org/10.1016/j.celrep.2017.08.047 

41. Slovin H (2002) Long-term voltage-sensitive 
dye imaging reveals cortical dynamics in behav-
ing monkeys. J Neurophysiol 88:3421–3438. 
https://doi.org/10.1152/jn.00194.2002 

42. Seidemann E, Arieli A, Grinvald A, Slovin H 
(2002) Dynamics of depolarization and hyper-
polarization in the frontal cortex and saccade 
goal. Science 295:862–865 

43. Chen SC-Y, Benvenuti G, Chen Y et al (2022) 
Similar neural and perceptual masking effects 
of low-power optogenetic stimulation in pri-
mate V1. elife. https://doi.org/10.7554/ 
eLife.68393 

44. Yates JL, Coop SH, Sarch GH et al (2023) 
Detailed characterization of neural selectivity 
in free viewing primates. Nat Commun 14: 
3656–3611.  https://doi.org/10.1038/ 
s41467-023-38564-9 

45. Shimaoka D, Wong YT, Rosa MG, Price NSC 
(2023) Naturalistic movies and encoding anal-
ysis redefine areal Borders in primate visual 
cortex. bioRxiv 1–21. https://doi.org/10. 
1101/2023.12.25.573299 

46. Juczewski K, Koussa JA, Kesner AJ et al (2022) 
Stress and behavioral correlates in the head-
fixed method: stress measurements, habitua-
tion dynamics, locomotion, and motor-skill 
learning in mice. Sci Rep 1–19. https://doi. 
org/10.1038/s41598-020-69132-6 

47. Ferezou I, Bolea S, Petersen CCH (2006) 
Visualizing the cortical representation of whis-
ker touch: voltage-sensitive dye imaging in 
freely moving mice. Neuron 50:617–629. 
https://doi.org/10.1016/j.neuron.2006. 
03.043 

48. Scott BB, Thiberge SY, Guo C et al (2018) 
Imaging cortical dynamics in GCaMP trans-
genic rats with a head-mounted Widefield 
macroscope. Neuron 100:1045–1058.e5. 

https://doi.org/10.1016/j.neuron.2018. 
09.050 

49. Rynes ML, Surinach DA, Linn S et al (2021) 
Miniaturized head-mounted microscope for 
whole-cortex mesoscale imaging in freely 
behaving mice. Nat Methods 1–14. https:// 
doi.org/10.1038/s41592-021-01104-8 

50. Nadal-Nicolás FM, Kunze VP, Ball JM et al 
(2020) True S-cones are concentrated in the 
ventral mouse retina and wired for color detec-
tion in the upper visual field. elife. https://doi. 
org/10.7554/eLife.56840 

51. Nasr S, Polimeni JR, Tootell RBH (2016) 
Interdigitated color- and disparity-selective 
columns within human visual cortical areas V2 
and V3. J Neurosci 36:1841–1857. https:// 
doi.org/10.1523/JNEUROSCI.3518-15. 
2016 

52. Liu Y, Li M, Zhang X et al (2020) Hierarchical 
representation for chromatic processing across 
macaque V1, V2, and V4. Neuron 108:538– 
550.e5. https://doi.org/10.1016/j.neuron. 
2020.07.037 

53. Denman DJ, Luviano JA, Ollerenshaw DR et al 
(2018) Mouse color and wavelength-specific 
luminance contrast sensitivity are 
non-uniform across visual space. elife. https:// 
doi.org/10.7554/eLife.31209 

54. Leinweber M, Zmarz P, Buchmann P et al 
(2014) Two-photon calcium imaging in mice 
navigating a virtual reality environment. JoVE 
1–6. https://doi.org/10.3791/50885 

55. Pisauro MA, Dhruv NT, Carandini M, Benucci 
A (2013) Fast hemodynamic responses in the 
visual cortex of the awake mouse. J Neurosci 
33:18343–18351. https://doi.org/10.1523/ 
JNEUROSCI.2130-13.2013 

56. Kozberg MG, Chen BR, DeLeo SE et al 
(2013) Resolving the transition from negative 
to positive blood oxygen level-dependent 
responses in the developing brain. Proc Natl 
Acad Sci USA 110:4380–4385. https://doi. 
o r g/10 .1073/pna s . 1212785110/-/  
DCSupplemental 

57. Valley MT, Moore MG, Zhuang J et al (2020) 
Separation of hemodynamic signals from 
GCaMP fluorescence measured with wide-
field imaging. J Neurophysiol 123:356–366. 
https://doi.org/10.1152/jn.00304.2019 

58. West SL, Aronson JD, Popa LS et al (2022) 
Wide-field calcium imaging of dynamic cortical 
networks during locomotion. Cereb Cortex 
32:2668–2687. https://doi.org/10.1093/ 
cercor/bhab373 

59. Voigts J, Harnett MT (2020) Somatic and den-
dritic encoding of spatial variables in Retrosple-
nial cortex differs during 2D navigation.

https://doi.org/10.1038/s41467-018-04286-6
https://doi.org/10.1038/s41467-018-04286-6
https://doi.org/10.1038/nn.2431
https://doi.org/10.1038/nn.2431
https://doi.org/10.1016/j.celrep.2021.108704
https://doi.org/10.1016/j.celrep.2021.108704
https://doi.org/10.1016/j.celrep.2017.08.047
https://doi.org/10.1016/j.celrep.2017.08.047
https://doi.org/10.1152/jn.00194.2002
https://doi.org/10.7554/eLife.68393
https://doi.org/10.7554/eLife.68393
https://doi.org/10.1038/s41467-023-38564-9
https://doi.org/10.1038/s41467-023-38564-9
https://doi.org/10.1101/2023.12.25.573299
https://doi.org/10.1101/2023.12.25.573299
https://doi.org/10.1038/s41598-020-69132-6
https://doi.org/10.1038/s41598-020-69132-6
https://doi.org/10.1016/j.neuron.2006.03.043
https://doi.org/10.1016/j.neuron.2006.03.043
https://doi.org/10.1016/j.neuron.2018.09.050
https://doi.org/10.1016/j.neuron.2018.09.050
https://doi.org/10.1038/s41592-021-01104-8
https://doi.org/10.1038/s41592-021-01104-8
https://doi.org/10.7554/eLife.56840
https://doi.org/10.7554/eLife.56840
https://doi.org/10.1523/JNEUROSCI.3518-15.2016
https://doi.org/10.1523/JNEUROSCI.3518-15.2016
https://doi.org/10.1523/JNEUROSCI.3518-15.2016
https://doi.org/10.1016/j.neuron.2020.07.037
https://doi.org/10.1016/j.neuron.2020.07.037
https://doi.org/10.7554/eLife.31209
https://doi.org/10.7554/eLife.31209
https://doi.org/10.3791/50885
https://doi.org/10.1523/JNEUROSCI.2130-13.2013
https://doi.org/10.1523/JNEUROSCI.2130-13.2013
https://doi.org/10.1073/pnas.1212785110/-/DCSupplemental
https://doi.org/10.1073/pnas.1212785110/-/DCSupplemental
https://doi.org/10.1073/pnas.1212785110/-/DCSupplemental
https://doi.org/10.1152/jn.00304.2019
https://doi.org/10.1093/cercor/bhab373
https://doi.org/10.1093/cercor/bhab373


208 Daisuke Shimaoka

Neuron 105:237–245.e4. https://doi.org/10. 
1016/j.neuron.2019.10.016 

60. Drew PJ, Shih AY, Driscoll JD et al (2010) 
Chronic optical access through a polished and 
reinforced thinned skull. Nat Methods 7:981– 
984. https://doi.org/10.1038/nmeth.1530 

61. Goldey GJ, Roumis DK, Glickfeld LL et al 
(2014) Removable cranial windows for long-
term imaging in awake mice. Nat Protoc 9: 
2515–2538. https://doi.org/10.1038/nprot. 
2014.165 

62. Arieli A, Grinvald A, Slovin H (2002) Dural 
substitute for long-term imaging of cortical 
activity in behaving monkeys and its clinical 
implications. J Neurosci Methods 114:119– 
133. https://doi.org/10.1016/s0165-0270 
(01)00507-6 

63. Petersen CC, Grinvald A, Sakmann B (2003) 
Spatiotemporal dynamics of sensory responses 
in layer 2/3 of rat barrel cortex measured 
in vivo by voltage-sensitive dye imaging com-
bined with whole-cell voltage recordings and 
neuron reconstructions. J Neurosci 23:1298– 
1309 

64. Heo C, Park H, Kim Y-T et al (2016) A soft, 
transparent, freely accessible cranial window for 
chronic imaging and electrophysiology. Sci Rep 
6 :27818.  h t tps ://doi .org/10.1038/  
srep27818 

65. Mitani A, Komiyama T (2018) Real-time pro-
cessing of two-photon calcium imaging data 
including lateral motion artifact correction. 
Front Neuroinform 12:98. https://doi.org/ 
10.3389/fninf.2018.00098 

66. Wekselblatt JB, Flister ED, Piscopo DM, Niell 
CM (2016) Large-scale imaging of cortical 
dynamics during sensory perception and 
behavior. J Neurophysiol 115:2852–2866. 
https://doi.org/10.1152/jn.01056.2015 

67. Hillman EMC (2014) Coupling mechanism 
and significance of the BOLD signal: a status 
report. Annu Rev Neurosci 37:161–181. 
https://doi.org/10.1146/annurev-neuro-
071013-014111 

68. Logothetis NK, Pauls J, Augath M et al (2001) 
Neurophysiological investigation of the basis of 
the fMRI signal. Nature 412:150–157 

69. Mohajerani MH, McVea DA, Fingas M, Mur-
phy TH (2010) Mirrored bilateral slow-wave 
cortical activity within local circuits revealed by 
fast Bihemispheric voltage-sensitive dye imag-
ing in anesthetized and awake mice. J Neurosci 
30:3745–3751. https://doi.org/10.1523/ 
JNEUROSCI.6437-09.2010 

70. Sofroniew NJ, Vlasov YA, Hires SA, Freeman J 
(2015) Neural coding in barrel cortex during 
whisker-guided locomotion. elife. https://doi. 
org/10.7554/eLife.12559.001 

71. Krumin M, Lee JJ, Harris KD, Carandini M 
(2018) Decision and navigation in mouse pari-
etal cortex. elife. https://doi.org/10.7554/ 
eLife.42583 

72. Arieli A, Grinvald A (2002) Optical imaging 
combined with targeted electrical recordings, 
microstimulation, or tracer injections. J Neu-
rosci Methods 116:15–28. https://doi.org/ 
10.1016/s0165-0270(02)00022-5

https://doi.org/10.1016/j.neuron.2019.10.016
https://doi.org/10.1016/j.neuron.2019.10.016
https://doi.org/10.1038/nmeth.1530
https://doi.org/10.1038/nprot.2014.165
https://doi.org/10.1038/nprot.2014.165
https://doi.org/10.1016/s0165-0270(01)00507-6
https://doi.org/10.1016/s0165-0270(01)00507-6
https://doi.org/10.1038/srep27818
https://doi.org/10.1038/srep27818
https://doi.org/10.3389/fninf.2018.00098
https://doi.org/10.3389/fninf.2018.00098
https://doi.org/10.1152/jn.01056.2015
https://doi.org/10.1146/annurev-neuro-071013-014111
https://doi.org/10.1146/annurev-neuro-071013-014111
https://doi.org/10.1523/JNEUROSCI.6437-09.2010
https://doi.org/10.1523/JNEUROSCI.6437-09.2010
https://doi.org/10.7554/eLife.12559.001
https://doi.org/10.7554/eLife.12559.001
https://doi.org/10.7554/eLife.42583
https://doi.org/10.7554/eLife.42583
https://doi.org/10.1016/s0165-0270(02)00022-5
https://doi.org/10.1016/s0165-0270(02)00022-5


Chapter 9 

Mesoscale Ca2+ Imaging During Locomotion 

Sarah L. West, Russell E. Carter, Martha L. Streng, and Timothy J. Ebner 

Abstract 

Locomotion is one of the most basic of animal behaviors, providing animals with the ability to actively 
explore and interact with the external world. While the basic cyclic pattern of locomotion is created in the 
spinal cord by central pattern generators, virtually all regions of the nervous system are not only engaged 
but play important roles in locomotion. During locomotion, there is widespread modulation of neurons in 
the cerebral cortex, including premotor, primary motor, primary sensory, parietal, and retrosplenial 
cortices. Cerebral cortical activity during locomotion serves to adjust the parameters of locomotion and 
to process somatosensory, visual, and auditory stimuli more effectively. Therefore, full comprehension of 
locomotion requires monitoring the widespread modulation of neuronal activity throughout the cerebral 
cortex to understand the neural dynamics and changing interactions between regions. A similar approach is 
needed for other brain regions involved in controlling locomotion such as the cerebellar cortex. With the 
development of new generations of genetically encoded Ca2+ indicators and improved tools for optical 
imaging, mesoscale Ca2+ imaging provides a powerful approach for monitoring neuronal activity over large 
regions at relatively high spatial and temporal resolution. Our recent mesoscale Ca2+ imaging in the cerebral 
cortex demonstrates the dynamic interactions between cortical regions and changing states from rest to 
walk. This chapter describes our methods for mesoscopic Ca2+ imaging in the cerebral cortex during 
locomotion and the extension of the technique to the cerebellar cortex. 

Key words Wide-field Ca2+ imaging, Cerebral cortex, Cerebellum, Locomotion, Neural dynamics, 
Polymer window, GCaMP6, Functional connectivity, Independent component analysis 

1 Introduction 

Brains and behavior are complex. Sensation, movement, and cog-
nition involves processing and integrating information within and 
across brain regions. Even the simplest behaviors widely engage the 
nervous system. To achieve an understanding of how the brain 
plans, executes, and acquires behaviors necessitates descriptions of 
the neuronal activity at multiple temporal and spatial scales [1– 
7]. As hypothesized by many investigators, behavior is the
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emergent property of the interactions among ensembles of neu-
rons, neural circuits, and brain areas [8–11]. An important neural 
scale is the mesoscopic, the level between single neurons and larger 
brain regions. With strong parallels to physical systems, in which 
the collective interactions of atoms and molecules give rise to 
system properties such as magnetism or temperature, the meso-
scopic level in the nervous system represents many of the properties 
of behaviors and brain states. Therefore, this chapter reviews our 
approach to mesoscale neuronal recordings in both the cerebral and 
cerebellar cortices.
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Traditionally, monitoring population neural activity has relied 
on electrophysiological recordings, either single neuron activity 
and/or local field potentials. While there has been considerable 
progress in developing multi-contact electrodes and electrode 
arrays, electrode recordings typically provide spatial resolution in 
a small region(s) and are not easily scaled to record across large 
regions. In humans, meso- and macroscopic investigations into 
brain networks have relied on functional magnetic resonance imag-
ing (fMRI) and magnetoencephalography (MEG). Additionally, 
these two important technologies have limitations in either their 
spatial (MEG) or temporal (fMRI) resolution. Recent advances in 
optical sensing tools allow cellular resolution monitoring at multi-
ple scales. Genetically encoded Ca2+ indicators (GECI, such as 
GCaMP6) have enabled in vivo high-resolution monitoring of the 
activity of hundreds to thousands of neurons [12–17] and the 
simultaneous imaging of neuronal activity over large regions at 
relatively high spatial and temporal resolution. Mesoscale wide-
field optical imaging studies of the dorsal cerebral cortex in head-
fixed mice has been used to study the complex spatiotemporal 
patterns of activity during a spectrum of behaviors [18–23]. 

Locomotion is one of the most fundamental of behaviors across 
the animal kingdom. The basic cyclic pattern of locomotion is 
generated by spinal cord central pattern generators (for reviews, 
see [24, 25]). However, virtually all regions of the nervous system 
are engaged during locomotion. The brainstem plays a critical role 
in starting and stopping locomotion, the basal ganglia is essential in 
the selection of locomotion related motor patterns, and the cere-
bellum in motor learning. Further, the cerebral cortex plays a 
critical role in monitoring the constantly changing external world 
and adjusting the output of central pattern generators accordingly 
(for review, see [24, 25]). Electrophysiological recordings show that 
parietal and motor cortical areas regulate locomotion in response to 
obstacles and sensory stimuli [26]. Primary sensory cortical com-
putations are altered in the somatosensory, visual, and auditory 
cortices, presumably to interpret relevant stimuli more effectively 
during locomotion [27, 28]. The retrosplenial cortex is also 
engaged [29]. Therefore, a full understanding of locomotion 
requires investigations into all these structures, as championed by



Grillner and colleagues [25]. Our recent mesoscale Ca2+ imaging 
findings highlight this widespread cortical modulation and demon-
strates the dynamical exchange of information between cortical 
regions and the distinct cortical functional states occurring from 
rest to walk and on return to rest [20]. This chapter details our 
methods for mesoscale Ca2+ in the cerebral and cerebellar cortices 
during locomotion. 
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2 Materials 

2.1 Cranial and 

Cerebellar Polymer 

Window Fabrication 

For either cerebral cortical or cerebellar imaging, the surface curva-
ture of the corresponding mouse skull was mapped using a mod-
ified CNC mill as described previously [30]. This surface profile was 
then used to create a 3D profile of the skull surface to make a 
structural frame of the cranial implant, with the fabrication and 
assembly steps shown in Fig. 1a. Files for cerebral cortical imaging 
are freely available for download (see [30]). The frames were 
3D-printed on a Form 2 printer (Formlabs) using their Black v4

Fig. 1 (a) Fabrication of cerebral cortical window implants. (i) Skulls of mice are scanned using a modified CNC 
mill and combined to create an average skull surface profile for the mouse line. (ii) Skull profiles are used to 
3D print a conformant PMMA frame. (iii) PMMA frame is assembled with flexible PET film and a titanium 
headpost to form the complete implant. (Adapted from Ghanbari et al. [30] with permission.) (b) Fluorescence 
image of the cerebral cortex viewed through the cortical window, with approximate functional regions. 
(Adapted from West et al. [20] with permission.) (c) Fluorescence image of the cerebellar cortex viewed 
through the cerebellar window



resin (RS-F2-GPBK-04, Formlabs). The three holes in the implant 
were tapped using a 0–80 hand tap (#15J611, Grainger). For 
cerebellar imaging, implants consist of two components: the win-
dow itself, which is implanted over the cerebellum, and a separate 
implant for head fixation that is affixed to the skull over the cerebral 
cortex, and similarly tapped with three holes as for the cerebral 
cortical windows. A small section of 50 μm transparent polyethyl-
ene terephthalate (PET) was bonded to the frame using a clear, 
two-part epoxy (Scotch-WeldTM DP100 Plus Clear, 3M Inc.). 
Small relief cuts were made into the PET before bonding, with 
care taken to not have the cuts enter inside of the frame boundary, 
to help the PET film curve to the contour of the implant. To aid in 
bonding, the frame and PET were placed into a custom two-part 
mold to hold the two pieces together during the bonding process 
inside of a table-top clamp. Implants were kept in the clamp over-
night, and then the excess PET was carefully cut away from the 
outside implant edges. The PET was then cleaned with ethanol and 
low-lint cleaning tissue (KimWipes, Kimtech Inc.).
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2.2 Mouse Model Mice expressing genetically encoded Ca2+ indicators, GCaMP6f 
and GCaMP6s, are extensively used for imaging neuronal Ca2+ 

dynamics in awake animal preparations. For cerebral cortical imag-
ing, we utilize Thy1-GCaMP6f mice purchased from Jackson Lab-
oratory (#024339) and bred with C57BL/6 mice in our animal 
facility. Thy1-GCaMP6f predominantly express GCaMP in excit-
atory neurons in layers II/III of the cerebral cortex [31]. For 
cerebellar imaging, we utilize PcP2-GCaMP6s mice, bred by cross-
ing PcP2-Cre mice (JDHU, Jackson Laboratory #010536) with 
Ai162 mice (Jackson Laboratory #031562), resulting in the expres-
sion of GCaMP6s in cerebellar Purkinje cells. Mice between 2 and 
6 months old are ideal for this type of implant, as their skulls have 
finished growing by this time [32] and the dura tends to adhere to 
the skull more frequently in older mice, making removal of the skull 
without causing extensive dural damage extremely difficult. Mice 
are housed in a 12/12-h reverse light–dark cycle, with all experi-
ments performed in the dark phase to not disrupt the normal sleep 
cycle. 

2.3 Fluorescence 

Microscope Setup 

Awake Ca2+ fluorescence imaging was performed under an epi-
fluorescence microscope (e.g., Nikon AZ100, or a custom Thorlabs 
microscope). For cerebral cortical imaging we focus down on layers 
II/III (~150 μm below the brain surface) and for the cerebellar 
cortex we focus down to a sufficient depth to resolve both Purkinje 
cell somata and dendrites, approximately ~180 μm to the Purkinje 
cell layer. The microscope stage has a platform to support our 
custom freely moving treadmill (see Subheading 2.4 below). 
Single-photon fluorescence imaging was performed using a high-
speed CMOS camera (Andor Zyla 4.2, Oxford Instruments)



controlled by Micromanager imaging software [33]. Using a 1× 
objective and the digital zoom on the microscope, the field-of-view 
was adjusted so that the cranial window filled as much of the image 
as possible. The field-of-view within the window for the cerebral 
cortex was approximately 6.2 × 6.2 mm (Fig. 1b) and approxi-
mately 5.0 × 3.5 mm for the cerebellar cortex (Fig. 1c). A dual-
wavelength approach was used to image both Ca2+-dependent 
(470 nm) and Ca2+-independent (405 nm) GCaMP6f signals in 
an alternating fashion [20, 34–36]. This was performed using a fast 
LED switcher (OptoLED, Cairn). Images were acquired at 40 fps 
(resulting in 20 fps for each channel), using an 18 ms exposure time 
and binned at 256 × 256 pixels. This resulted in a pixel resolution of 
~24 × 24 μm. For the cerebellar cortex we routinely image at 
1024 × 1024 pixels, with the corresponding increase in pixel reso-
lution. A light-proof collar was attached to the end of the objective 
and extended down to meet with the titanium headplate of the 
implant. This was used to prevent any strobing light from being 
detected by the mouse (also see Note 1). 
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2.4 Horizontal Disk Mice were head-fixed via the titanium headplate of the implant to a 
freely moving horizontal disk that allows the mice to rest or walk 
spontaneously (Fig. 2a, b). The disk was custom laser-cut from 1/ 
4-inch acrylic and attached to a central axel on a low-friction ball 
bearing (McMaster-Carr). The outer edge of the disk was printed 
with ridges so a rotary encoder could be attached (see Subheading 
3.3). A custom stainless steel head bar extended from the central 
axel over the disk. Two holes at the midpoint of the head bar were 
compatible with two holes in the titanium headplate allowing for 
head fixation of the mouse with two 2–56 screws. Adhesive plastic 
traction mats were applied to the surface of the disk to improve 
purchase during mouse locomotion. These mats were black to 
create a dark background for paw tracking from the recorded 
behavior videos (see Subheading 3.8). 

2.5 Disk 

Displacement 

Collection 

Displacement of the disk treadmill was collected with an optic 
rotary encoder controlled by an Arduino Uno microcontroller 
(Arduino) running custom code (Fig. 2a, b). A custom 
3D-printed cog was attached to the rotary encoder and aligned to 
the outer edge of the horizontal disk. Disk displacement was 
recorded using the serial port of the microcontroller and saved 
with PuTTY software. 

2.6 Infrared Behavior 

Video Recordings 

Mouse behavior activity was recorded with two high speed infrared-
sensitive CMOS cameras (DMK 33UP1300, The Imaging Source; 
or Flea3, Point Grey, Fig. 2b). Video of full-body behavior was 
captured by a camera placed in front of the mice approximately 45° 
from center. This captured the movement of three of the paws 
during rest and locomotion. A second camera positioned 90° to



the mouse captured eye movement and pupil diameter. Spinnaker 
SDK software (FLIR Systems) was used to both control the behav-
ior cameras and save the video. A USB3 or faster connection was 
required to deliver images to the recording computer at the 
required speeds without dropping images. The behavior setup 
was lit with LED infrared light arrays (Acxico) to avoid contam-
inating the fluorescence imaging and to maximize the comfort of 
the mice. 
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Fig. 2 (a) Diagram of spontaneous locomotion behavior setup. (Adapted from 
Ghanbari et al. [30] with permission.) (b) Photograph of mesoscale Ca2+ imaging 
experimental setup. (c) Diagram of spontaneous locomotion behavior tasks 
segmentation. (Adapted from West et al. [20] with permission) 

2.7 Motorized 

Treadmill Locomotion 

Mesoscale Ca2+ imaging during motorized treadmill locomotion 
required materials in addition to those used in the spontaneous 
behavior setup. A Nema 17 stepper motor (17HS4401, Motion 
King; 1.8° step angle, 1.7 A rated current, 40 N cm torque) 
replaced the rotary encoder. A custom 3D printed cog connected 
the motor to the horizontal disk. A Texas Instruments DRV8825 
motor driver was used to drive the stepper motor, with the refer-
ence voltage set to no higher than 0.5 V. A 100 μF capacitor was 
wired between the motor driver and the motor power source input 
to prevent any rapid fluctuations in current as the power is turned 
on or off from causing jolting of the motor. To maintain smooth 
operation, the stepper motor was run at 1/32 step size. An



Arduino Due microcontroller (Arduino) controlled the motor 
driver using the AccelStepper code library (Adafruit Industries) in 
addition to custom code. Audio tones were played by two piezo 
buzzers (TDK, PS1240P02CT3) wired in parallel to indicate to 
mice the upcoming actions of the stepper motor. Note that the 
high processing rate of the Arduino Due (84 MHz) was required to 
play high-frequency tones while simultaneously controlling the 
stepper motor at a smooth rate (see Note 2). 
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2.8 Time 

Synchronization of 

Data Collection 

Modalities 

Custom Spike2 code (Cambridge Electronic Design Limited, ver-
sion 5.21) generated temporally coordinating trigger signals to 
cameras and microcontrollers via a CED 1401 mk II interface 
(Cambridge Electronic Design Limited). Fluorescence and behav-
ior cameras were triggered at each frame, while microcontrollers 
began collection or control paradigms after a single trigger occur-
ring simultaneously with the first imaging frames. 

3 Methods 

3.1 Cranial Window 

Implantation 

Mice were weighed and administered 2.0 mg/kg Buprenorphine 
ER (s.c.) and 2.0 mg/kg Meloxicam (s.c.) for analgesia and inflam-
mation, respectively. These injections were performed at least 2 h 
before the surgery start time, as it takes approximately 4 h to reach 
peak concentration in the circulation [37]. Mice were anesthetized 
using 5% isoflurane in an induction box to a deep anesthetic state, 
and the scalp was shaved and cleaned using standard aseptic tech-
niques (see Note 3). The mice were then transferred to, and head-
fixed in, a stereotax using ear bars and a nose cone. The level of 
isoflurane was reduced to 2% just prior to this transfer. Ophthalmic 
eye ointment was used to cover the eyes, as mice do not close their 
eyes under anesthesia. A feedback-regulated heating pad was used 
to maintain the body temperature at 37 °C throughout the entire 
surgical procedure. Depth of anesthesia was assessed every 15 min 
via toe pinch. If no response was observed, the isoflurane level was 
decreased by 0.1%. If a response was detected, the isoflurane level 
was increased by 0.5% and surgical procedures were halted for 
15 min until there was no toe pinch response. Warmed lactated 
Ringers solution was administered subcutaneously every 2 h to 
prevent dehydration during the procedure. The scalp was removed 
to expose the skull over the dorsal surface of the cerebral and 
cerebellar cortices, and the skull’s surface was scraped to remove 
the fascia and to increase the surface area for dental cement contact. 

Cyanoacrylate glue (Vetbond, 3M) is applied over the bound-
ary of the skin incision and the skull to seal the incision. After 
allowing this to cure, we flood the area with sterile saline and gently 
scrub the area with a sterile cotton-tipped applicator to prevent the 
cyanoacrylate from frosting over. A high-speed drill was used to



manually mill a path in the dorsal surface of the skull to match the 
internal profile of the implant frame. This allows for the edges of 
the implant to rest on the skull surface while allowing visual access 
to the exposed brain surface through the PET window. Periodically 
flood the area with sterile saline to aid in heat dissipation and 
cleaning off of any bond dust generated during the milling process. 
An important step is to acquire a picture of the skull before remov-
ing the skull flap of the craniotomy to allow for correct image 
alignment during later data analysis steps. To aid in the bone flap 
removal, soak the skull in saline for a few minutes before carefully 
inserting a fine forceps (e.g., #5 straight, Fine Science Tools) to 
gently lift up the four corners of the bone flap. The saline is allowed 
to run under the bone during this process, to help to keep the dura 
from getting caught on the underside of the skull flap. Care must be 
taken when lifting up the skull flap to prevent it from depressing 
into the opposite side during the lifting process. Steps to avoid this 
can include using two forceps on opposite sides of the skull flap, 
gluing a wooden stick to the center of the skull flap (before 
removal) to aide in lifting the bone flap straight up, or if the bone 
in the drill path has completely separated from the rest of the skull, 
the skull flap may be pulled off horizontally in one direction (using 
care not to cut the brain surface with the skull flap during the 
removal process). Once the bone flap is removed, place a piece of 
sterile gel foam or gauze pad soaked in sterile saline over the brain. 
Absorption of the saline with a cotton-tipped applicator or Kim-
Wipe on the gel foam/gauze will apply gentle pressure to the brain 
and will aide in stopping any bleeding that may occur. 
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Following removal of the bone flap, a line of gel superglue 
(Locktight) is applied over the border of the cerebral cortex and 
olfactory bulbs and the lambdoid suture. The cranial window is 
then placed over the two lines of gel superglue to adhere the cranial 
window to the skull. A small drop of sterile saline applied to the 
underside of the implant will help prevent the PET from sticking to 
the brain surface and reduce the risk of tearing a surface blood 
vessel if any movement of the window happens during the adhesion 
step. Once the implant is secured in the gel superglue, the implant 
is further sealed in place using dental cement (C&B Metabond, 
Parkell Inc.). The dental cement should cover all of the exposed 
skull and slightly go over the skin. A custom titanium headplate is 
attached to the cranial window by three 0–80 screws into the 
previously tapped holes. A second application of dental cement 
should fill all of the space between the cranial window and the 
titanium headplate. Ensure that no dental cement runs onto or 
falls on the PET as that will obstruct the imaging field. A 
3D-printed cap is attached to the titanium headplate to protect 
the PET surface.
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Implantation of cerebellar windows largely follow the general 
procedures for cerebral cortical window implantation, with a large 
craniotomy performed over the dorsal cerebellum, exposing 
lobules IV–V, VI, and VII of both vermis, simplex, and crus I/II 
regions. The separate head fixation implant is affixed to the skull 
over the cerebral cortex, in a similar position as for the cerebral 
cortical windows, secured using dental cement, and attached to the 
custom titanium headplate as outlined above. 

3.2 Mouse 

Habituation and 

Training 

Ideally, mice should be housed in a reversed light–dark (12 h–12 h) 
room with experiments performed, as the dark (night) period is the 
normal walking and high activity phase of the mouse circadian 
rhythm. After at least 7 days of recovery from the polymer window 
implantation surgery, mice should be habituated to head fixation 
on the horizontal disk in increasing time increments (e.g. 5 min, 
15 min, 40 min, 1 h, etc. per day) until mice stand in a relaxed 
posture or locomote spontaneously during the majority of the head 
fixation period. 

3.3 Spontaneous 

Locomotion Behavior 

Locomotion kinematics are calculated from the angular displace-
ment of the rotary encoder attached to the horizontal disk. Dis-
placement is recorded at 1 kHz by an Arduino Uno microcontroller 
(Arduino). The velocity of the disk is calculated from the differen-
tial of the displacement and converted to the desired units using the 
radius from the center of the horizontal disk to the point the mouse 
is head-fixed. Noise in the velocity should be removed by a sliding 
average window (100 ms window, 1-ms step size). With this 
smoothing, periods that remain within velocities of -0.25 and 
0.05 cm/s are labeled as rest, and locomotion can be defined as 
periods of movement when the disk reaches a velocity of 0.25 cm/ 
s or more. Locomotion onset is defined as the time the wheel 
velocity first exceeds 0 cm/s, while offset is the time velocity returns 
to 0 cm/s. Periods of velocity that remain between 0.05 and 
0.25 cm/s were labeled “fidgeting,” while those dipping below -
0.25 cm/s were labeled as backwards movement. 

3.4 Behavior Video 

Analysis DeepLabCut 

Behavior video was analyzed using a residual neural network (Dee-
pLabCut™,  [38]). Markers were placed on each visible paw in the 
recorded full-body video to track individual paw movement and 
step cycle. High spatial (700 × 240 pixels for an image of the 
mouse’s entire body) and temporal (40 frames per second) resolu-
tion videos were required for successful paw tracking. In the eye 
video, eight markers were placed around the outer edge of the 
pupil. A circle was fit to the eight pupil markers to estimate pupil 
diameter (an indicator of general arousal) using the Pratt method 
[39]. Tracked behavior was then segmented into behavior periods 
based on the simultaneous rotary encoder data, as described above.
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Table 1 
Mouse training paradigm for the motorized treadmill experiments 

Step Description 

1 Rest for 10–30 s. Warning tone 2 s before motor changes. Motor starts at low acceleration, runs at 
1 of 3 randomly selected slow speeds. Returns to rest after 10–30 s. 

2 Introduce faster acceleration rate (s). 

3 Increase speeds. 

4 Introduce deceleration periods in middle of walk periods. 

5 Introduce acceleration periods, increase speeds. 

6 Increase speeds. 

7 Introduce maintaining cues. 

8 Randomize order of rest and walk periods. Warning tone 3 s before motor changes. 

9 Warning tone 4 s before motor changes. 

10 Warning tone 5 s before motor changes. 

Training took place over at least 10 days, with each training step intended to be implemented for 1 h on subsequent 

training days. If a mouse showed distress or resistance to a training step, training was regressed to the previous training 

step until the mouse showed comfort and competence before continuing to the next step 

3.5 Externally Driven 

Locomotion via a 

Motorized Treadmill 

The behavior task was composed of 5-min trials divided into stages 
of randomly varying length in time (3–25 s; Fig. 2b). Each trial 
began and ended with the motor at rest (speed = 0 cm/s). Inter-
mediary stages ran the treadmill at a randomly selected speed from 
the range of comfortable walking speeds of the head-fixed mice 
(below 4 cm/s) or returned to rest. The comfortable walking speed 
of the mice on the motorized treadmill is slower than that of mice 
walking on the disk spontaneously. Changes in speed occurred at 
randomly selected comfortable acceleration rates (below 1.25 cm/ 
s). Auditory warning cues were played on piezoelectric buzzers 
(TDK, PS1240P02CT3) 5 s before the treadmill changed speed 
to reduce surprise or startle in the mice. The pitch of the tones fell 
within reported mouse auditory ranges [40] and were played with 
the Arduino tone library. Two piezoelectric buzzers (TDK, 
PS1240P02CT3) were wired in parallel. As above, the higher pro-
cessing rate of the Arduino Due (84 MHz) was required over that 
of a more standard microcontroller processor to play these high-
frequency tones while simultaneously controlling the stepper 
motor at a smooth rate. Mice were trained in the motorized tread-
mill task using the paradigm outlined in Table 1. 

3.6 Preprocessing of 

Fluorescence Videos 

The whole preprocessing was performed using custom code in 
MATLAB. The blue and violet fluorescence channels of each stack 
were automatically deinterleaved by detecting the mean brightness 
of a region over the brain for both even and odd images, then



labeling the brighter set of images as the blue channel and the 
darker set the violet channel. 
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Motion artifacts were removed with spatial registration. A rep-
resentative blue-channel image was selected from each imaging 
session (e.g., first image of first stack), and the clearest and most 
centered image from this set was chosen for each mouse as the 
reference image for spatial registration across sessions and the 
drawing of brain masks (see below). All blue channel images were 
registered to the respective recording session’s representative image 
using the dftregistration MATLAB function [41]. This function 
uses the two-dimensional Fourier space to quickly align images 
with relatively small spatial differences. The resulting transforma-
tion matrices for each blue image were applied to the 
corresponding violet images, as the differences between the blue-
channel and violet-channel images could potentially introduce 
errors if a direct registration of a violet-channel image to a blue-
channel image was performed. Next, images were registered across 
recording sessions within mice to remove variability in brain place-
ment in relation to the fluorescence microscope in any given ses-
sion. Since these placement differences could be too large to be 
corrected with the dftregistration function, these registrations were 
done using the MATLAB Image Processing Toolbox function 
imregtform. Each registration was calculated between the given 
recording session’s representative image to the mouse’s overall 
representative image, and those transformations were applied to 
all images using the MATLAB Image Processing Toolbox function 
imwarp with an affine transformation. The imregtform function 
performed exceedingly well in registering images across recording 
sessions, but occasional registrations required manual adjustments. 
In these cases, four or more points corresponding to visible anato-
mical landmarks, such as blood vessel branch points, were manually 
selected on the representative images and registered. Registration 
transformations were calculated with the MATLAB Image Proces-
sing Toolbox function fitgeotrans and applied to all images in a 
recording session. Brain masks were drawn for each mouse so only 
the pixels corresponding to brain were kept for further analysis, and 
pixels depicting other features (such as the edges of the surgical 
implant, dura thickening at the periphery of the cortical window) 
were discarded. This removes non-brain artifacts as well as reduces 
computation time in later processing steps. Brain masks were drawn 
manually on each mouse’s representative image using custom 
MATLAB code, then applied to all spatially registered images. 

A low-pass temporal filter was applied to remove all activity 
above 7 Hz (fifth-order Butterworth filter, high cutoff frequency 
7 Hz) with the MATLAB Signal Processing Toolbox functions 
butter and filtfilt. No high-pass filtering was applied, as locomotion 
produces physiologically relevant, large offsets in cortical activity of 
the cortex that may last for the full duration of locomotion.



However, any nonphysiologic drifts in fluorescence signal are 
expected to have been detected in the violet imaging channel, and 
those fluctuations were removed in the hemodynamic correction 
step described below. The effects of hemodynamics and other 
nonneuronal sources were removed from the fluorescence signal 
using the violet-channel images. Within each stack, the activity of 
each pixel in the blue channel was regressed against the activity of 
the corresponding pixel in the violet channel, using a simple linear 
regression with intercepts via the MATLAB built-in function 
regress. The residuals of these regressions were kept as the 
hemodynamic-corrected signal. This hemodynamic corrected sig-
nal was used in all subsequent steps of analysis. Fluorescence traces 
were converted to % ΔF/F using the formula: 
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%ΔF=F =100× 
F þ μ 
u

-1 

Where F = fluorescence timeseries and μ = mean of the blue 
channel data minus the mean of the violet channel data across all 
stacks. An example of the modulation in Ca2+ fluorescence across 
the cerebral cortex reveals the extensive modulation prior to the 
start, during and the end of spontaneous locomotion (Fig. 3a), 
with almost all regions of interest engaged throughout (Fig. 3b). 
Also see Note 4. 

3.7 Fluorescence 

Spatial Segmentation 

Using Independent 

Component Analysis 

Spatial segmentation of the dorsal cerebral cortex was performed 
with singular value decomposition (SVD) compression and inde-
pendent component analysis (ICA). This method provides a blind 
source segmentation (BSS) of the cerebral cortex based only on 
statistical properties of the Ca2+ activity and does not use any prior 
assumptions regarding cerebral function or architecture. For each 
mouse, images from all trials were concatenated and compressed to 
reduce noise and data size, using the Fast Singular Value Decom-
position (fSVD) algorithm [42]. Only the first 200 singular values 
were used to recreate the spatial dimension of the data [23]. Spatial 
independent component analysis (sICA) was applied to the com-
pressed data to identify a catalog of functionally relevant cortical 
regions. We computed the first 50 spatial independent components 
(ICs) using the Joint Approximation Diagonalization of Eigenma-
trices (JADE) algorithm that decomposes mixed signals into ICs by 
minimizing the mutual information with a series of Givens rota-
tions [43, 44] (Fig. 4a). Masks of ICs were made by setting inten-
sity values below 3.5 to 0 (Fig. 4b). Masks covering less than 
150 contiguous pixels or that, upon visual inspection, corre-
sponded to artifacts not associated with cortical activity were dis-
carded, including vascular artifacts that survived the regression step 
above. An IC that included multiple discontinuous areas, such as 
homotopic cortical regions, was separated into individual ICs, and



these individual ICs were used in subsequent analyses. To group 
data across animals, ICs in each mouse catalog were manually 
assigned to nodes of interest that were present in the majority of 
mice and corresponded, approximately, to known cortical regions 
based on the Common Coordinate Framework [45]. If more than 
one IC in a mouse appeared to belong to the same node, both ICs 
were given that label. 
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Fig. 3 (a) Change in mesoscale Ca2+ fluorescence during an example bout of locomotion after preprocessing. 
(b) Mean Ca2+ fluorescence time series from regions of interest during spontaneous locomotion. (Adapted 
from West et al. [20] with permission) 

The dual-wavelength hemodynamic correction procedure 
described above may not remove all artifacts in the fluorescence 
signal due to the fluctuation of blood vessel diameter, particularly 
during the physical exertion of locomotion. To avoid such signal 
contamination in the remaining ICs, pixels in each IC that over-
lapped with blood vessels were manually removed. Mean fluores-
cence traces were calculated for each node by cross-multiplying the 
weighted masks of the corresponding IC with the preprocessed 
fluorescence stacks and dividing by the summed amplitude of the 
IC mask.
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Fig. 4 (a) Example subset of raw independent components (ICs) from data from a single mouse. (b) Example 
spatial segmentation of the cerebral cortex obtained through thresholding (weight > 3.5) of the complete set 
of calculated ICs shown in (a). (c) Example average change in functional connectivity between spatially 
segmented regions as measured by Pearson correlation (r) across locomotion onset. The size of each graph 
node corresponds to the strength of connectivity of that region (sum of all r values). (All panels adapted from 
West et al. [20] with permission) 

Mesoscale Ca2+ imaging lends itself to studies of the functional 
connectivity of regions across the cortex, which reveals the large-
scale organization of the brain during behaviors including locomo-
tion (see [20, 29]; Fig. 4c). Functional connectivity may be calcu-
lated as the correlation of activity between a predefined set of 
regions of interest found via spatial segmentation [20]. Alterna-
tively, the correlation between individual pixels within and across 
regions may each be calculated and summarized [29]. Additional 
measures of connectivity may be used to fit the experimental ques-
tion including directed measures such as Granger causality or trans-
fer entropy [2, 20] (also see Note 5). 

3.8 Conclusions In this chapter, we provide experimental and analytical methods on 
the use of mesoscale Ca2+ imaging during locomotion in head-fixed 
mice. Recording neuronal activity at the mesoscale level fills an 
important spatial level of understanding, bridging the gap between 
micro- and macroscale neural dynamics. Mesoscopic Ca2+ imaging 
has rapidly become a major approach to study neural network



activity in a spectrum of behaviors, as described in other chapters. 
Importantly, mesoscopic optical imaging is in its infancy with new 
developments and capabilities appearing at a rapid pace. These 
advances will ensure that mesoscale optical imaging continues to 
be an essential tool to investigate nervous system function and 
dysfunction. 
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4 Notes 

1. Imaging 
During dual wavelength imaging, the 405 nm (Ca2+-inde-

pendent, blue channel) fluorescent output needs to be lower 
than the 470 nm (Ca2+-dependent, violet channel) signal. We 
have found that if the power of the 405 nm light source is too 
strong, Ca2+-dependent signals can be observed in what should 
be the Ca2+-independent signal. Therefore, when doing the 
hemodynamic correction, it is possible to remove true Ca2+ 

activity from the signal. 
As the caps of the implants do not fully seal around the 

titanium headplate, dust and debris can accumulate on top of 
the PET film. Following head-fixation and removal of the cap, 
the PET surface should be carefully cleaned using several appli-
cations of sterile saline and a KimWipe or other lint-free absor-
bent applicator. Care must be taken to avoid pushing on the 
PET, as this could detach the PET from the frame and intro-
duce an opening, increasing the chance of an infection. In some 
cases, the dura or bone may regrow between the brain and 
underside of the PET, obscuring brain regions beneath the 
distal edges of the window. 

2. Behavior Setup 
Several difficulties presented themselves while using head-

fixed mice on the horizontal disk treadmill. The first came with 
ensuring the animals’ comfort while on the disk. Notably, the 
size of the animals varied greatly across individuals, making it 
difficult to determine an optimal height of the head-bar from 
the surface of the disk. A head bar with easily adjustable height 
and head angle is recommended. Another problem presented 
was the variation in time spent locomoting across mice. Some 
mice show little interest in walking on the horizontal disk, and 
it must be decided if those mice should be encouraged to walk 
(i.e. by manually moving the disk or through reward-based 
training) or removed from the experimental study. Addition-
ally, animal waste is often deposited on the disk throughout an 
imaging session and must be cleaned frequently. Urine can 
reduce traction on the disk and discourage walking, while 
feces can interfere with automated behavior video analysis or



be flung into difficult to reach corners of the experimental 
setup. Finally, the left-right curve of the disk can create moder-
ately asymmetric limb movement. Other treadmill configura-
tions, such as a vertical wheel [48, 49] or a three-dimensional 
sphere capable of spinning in any direction [50, 51], may 
alleviate some of these concerns. However, these alternatives 
may be too tall in the vertical plane to fit under all fluorescence 
microscopes. 
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3. Surgical 
The craniotomy and brain window implantation are com-

plex and challenging surgical procedures. A new surgeon may 
take up to several months before becoming proficient in the 
procedure, whereas a more experienced surgeon may only need 
to perform a few surgeries to become proficient. Here, we 
outline several important steps to be aware of during the surgi-
cal procedure. When removing the skull flap, it is possible that 
the central sinus, or areas along the craniotomy edge may start 
to bleed. If the bleeding does not stop after application of gel 
foam/gauze, and it is near the edge of the craniotomy, a small 
amount of sterile bone wax may be applied directly over the 
bleed. If the sagittal sinus tears open in the middle of the brain, 
we have found that there is little that can be done to stop the 
bleed before extensive blood loss occurs. Animals that have had 
this happen tend to have a harder time during recovery and a 
lower quality brain image during recordings, and it may be 
necessary to terminate the surgery if this occurs. If access to a 
skilled surgeon is not available, an alternative could be the use 
of a recently developed automated milling robot [46, 47]. This 
open-source solution can allow for complex drilling/milling 
procedures that do not require the extensive training needed 
for manual drilling/milling. 

4. Data Analysis 
These mesoscale imaging experiments generate very large 

datasets, as much as 20 GB/h of recording, requiring extensive 
reserves of hard drive data storage. Accordingly, processing of 
these datasets is computationally intensive. Data files should be 
limited in size by limiting the length of single recordings, 
subdividing single recordings into multiple files, and/or com-
pressing files without losing important subtleties of the data. A 
machine with sufficient computer random-access memory 
(RAM) to store entire data files in working memory is some-
times required to perform certain computations. Therefore, 
access to high-performance computing resources may be nec-
essary. The use of graphics processing units (GPUs; in contrast 
to central processing units (CPUs)), can accelerate some pro-
cesses that are otherwise impractically slow or resource



intensive. Various programming languages including Python 
and MATLAB implement specialized routines to run computa-
tions on a GPU. 
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While we used dual wavelength imaging to remove the 
hemodynamic contamination, other methods have been used, 
for example, reflection imaging with green light [52]. Addi-
tional approaches to remove hemodynamic artifacts include 
using independent component analysis (ICA) that extracts 
blood vessels, which can then be removed before subsequent 
analysis [20, 36, 52]. Also, manual removal of the blood vessels 
is another approach [35]. A recent review of the question of 
hemodynamics correction concluded that consensus on the 
optimal strategy does not yet exist [53]. 

Also, the analytical methods used to normalize the hemo-
dynamic contribution include precedents for both linear [54– 
57] and divisive methods [52, 58, 59]. Several papers have 
dealt with the equivalence of the division and subtraction 
methods of normalizing fluorescence; a common conclusion 
is that the two methods are essentially indistinguishable [4, 57, 
60]. While hemodynamic correction is important, virtually 
every mesoscopic Ca2+ imaging study that compared their 
results using hemodynamic corrected versus noncorrected 
data found that the hemodynamic contribution to GCaMP6 
Ca2+ epifluorescence imaging is limited and does not have a 
significant impact on the results [4, 19, 23, 35, 61, 62]. Impor-
tantly for this chapter on mesoscopic imaging during locomo-
tion, we show in a recent paper that the functional connectivity 
results were essentially the same on corrected and 
non-hemodynamic data [20]. 

Finally, the preprocessing of mesoscopic Ca2+ imaging data 
differ greatly, for example, the degree of spatial and temporal 
filtering (for reviews, see [63, 64]). While we prefer to use filters 
sparingly, their application will be dictated by the specific ques-
tions being addressed. Similarly, as discussed above, a variety of 
analysis methods have been developed for mesoscale Ca2+ 

imaging, each with its own advantages and drawbacks [63]. 

5. Other Analysis Approaches to Mesoscale Imaging Data 
The rich, multidimensional nature of both the Ca2+ data 

and the behaviors offers great opportunities as well as analytical 
challenges. While our analysis of mesoscale imaging data dur-
ing locomotion initially relied on ICA and functional connec-
tivity as discussed above, other approaches have been utilized 
for the analysis of Ca2+ neuronal dynamics and their relation to 
behavior [63, 64]. An important step in mesoscale imaging 
analysis is defining the regions and decomposing the signals 
into their component parts. Segmentation approaches range 
from manual parcellation by placing regions of interest (ROIs)



placed over the imaging field and analysis of the change in 
fluorescence relative to the baseline [65, 66]. Another 
approach is to utilize existing functional and or anatomical 
maps, with many using the Allen Brain Atlas Common Cortical 
Framework (CCF) [61]. Spike-triggered mapping [67], seed-
based correlation methods [68, 69], and clustering algorithms 
[70] have also been used to develop activity based spatial maps, 
all based on identifying common features of the fluorescence 
signals. 
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Blind source separation (BSS) techniques, such as the ICA 
discussed above, are unsupervised and data-driven methods 
that strive to decompose the Ca2+ activity into functionally 
relevant sources. Principal component analysis (PCA) and sin-
gular value decomposition (SVD) are BSS techniques used in 
the analysis of mesoscale Ca2+ imaging data [23, 71]. However, 
one weakness is that the extracted PCA/SVD components are 
orthogonal, with uncertain physiological implications. In con-
trast, some BSS methods, for example, ICA, decompose the 
data into maximally statistically independent components (ICs) 
[72–74]. ICA can be applied in the spatial domain to reveal 
independent spatial components (spatial ICs, Fig. 4a, b). Also, 
ICA can be applied to the temporal domain to reveal indepen-
dent temporal patterns and their associated locations [36, 72, 
75]. Nonnegative matrix factorization (NMF), a BSS approach 
used for Ca2+ imaging [76, 77], requires the components to be 
nonnegative [78]. However, the nonnegative restriction can be 
relaxed, as in localized semi-NMF, which confines the spatial 
component to CCF [79]. As for all parcellation methods, the 
spatial components can be used to investigate region-based 
neuronal Ca2+ activity in a hypothesis-driven manner. The 
advantages and limitations of these various analyses has been 
discussed [21, 63]. 
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Chapter 10 

Mesoscale Ca++ Imaging of Seizures and Interictal Activity 
in Models of Chronic Epilepsy 

William F. Tobin and Matthew C. Weston 

Abstract 

Epilepsy is defined by the presence of recurrent, spontaneous seizures that involve brain-wide networks. 
Brain activity outside of seizures (interictal activity) is also often abnormal in epilepsy, but the relationship 
between these two phenomena is not well understood. In this chapter, we describe a method for imaging 
brain activity across the surface of the dorsal cortex in mouse models of epilepsy using Ca++ indicators, as 
well as how to analyze this activity to study both spontaneous seizures and interictal activity. The data 
generated from this approach can be used to (1) identify cortical areas that are susceptible to seizures and 
abnormal activity patterns, (2) investigate spontaneous seizure initiation, spread, and termination, (3) relate 
features of interictal abnormalities to seizures, and (4) evaluate the efficacy of therapies in normalizing 
cortical activity. The low cost, usefulness, and flexibility of the approach should encourage those investigat-
ing animal models of epilepsy and other neurological diseases to adopt it as part of their phenotyping 
repertoire. 

Key words Epilepsy, Mouse models, Genetics, Mesoscale, Ca++ imaging, Spontaneous seizures 

1 Introduction 

The epilepsies are a diverse group of disorders in which normal 
brain function is disrupted leading to recurrent spontaneous sei-
zures as well as a host of associated psychiatric and neurological 
symptoms. Although brain activity during seizures has been inten-
sively studied for years, far less is known about how epileptic disease 
processes reshape brain activity outside of seizures and the brain 
states from which seizures emerge [1, 2]. This information is critical 
for determining how changes at the molecular and cellular levels 
translate into the abnormal large-scale brain activities that underlie 
symptoms and how brain activity might be modified to restore 
normal function [3, 4]. 

The greatest impediment to collecting this information from 
human patients is the lack of appropriate controls. Outside of 
overtly epileptic events, differences in background genetics and
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life history limit our ability to identify which features of a patient’s 
brain activity reflect the disease state as opposed to other individual 
factors [1]. Additional challenges arise from the limitations of 
technologies currently used to record large-scale brain activity 
from humans, such as EEG and fMRI. While EEG offers high 
temporal resolution, the relationship between neural firing and 
the signals it records is highly nonlinear and difficult to interpret 
[5]. On the other hand, human functional brain imaging can collect 
data from large regions of tissue but suffers from poor resolution 
and reliance on proxy measures of neural activity [6]. Fortunately, 
the increasing number of animal models of chronic epilepsy has 
made it possible to compare epileptic and healthy individuals that 
share the same background genetics and life history. Because of its 
ability to simultaneously image multiple brain regions, mesoscopic 
Ca++ imaging (MeCI) is uniquely suited to answer fundamental 
questions about how epileptic disease processes reshape brain activ-
ity and the context in which seizures occur [7]. It offers better 
spatial resolution and a more linear relationship to neuronal activity 
relative to alternatives at this scale, such as EEG and fMRI, with 
temporal resolution that lies between these two modalities. A rela-
tively small but growing number of studies have used MeCI to 
investigate seizure initiation and propagation in rodent brains. 
Key insights from these studies include that seizures propagate 
along synaptic pathways and to areas where synaptic inhibition is 
compromised, and that seizures and interictal spikes may share 
common initiation mechanisms [8–10].

234 William F. Tobin and Matthew C. Weston

To come to these conclusions, these studies leveraged the 
power of using focally applied chemoconvulsants to initiate epilep-
tiform activity. This approach has clear advantages for investigating 
seizure initiation and spread because the abnormal activity begins at 
a constrained time and place. Chronic epilepsy models offer an 
attractive alternative to chemoconvulsant models because they 
place the epileptic seizures in the context of a brain that has under-
gone the process of epileptogenesis and experienced chronic sei-
zures. Seizures in this context may differ in key ways from induced 
seizures [11, 12]. Additionally, non-seizure brain activity in these 
models can be imaged and compared to that of healthy controls. 
Between-genotype differences in this ongoing activity can give 
insight into the types of brain activity that give rise to seizures, 
and measure how severely activity in disease models deviates from 
normal in different regions. 

In this chapter we describe a method for imaging large-scale 
brain activity in a genetic mouse model of childhood epilepsy at the 
mesoscale [13]. This approach can share many features of imaging 
neural activity in healthy mice or chemoconvulsant-induced epi-
lepsy with MeCI, including the imaging hardware, basic image 
processing, and further analyses [14, 15]. The general rarity of 
spontaneous seizures poses a challenge to studying these events



themselves and relating interictal activity to seizure activity in many 
models. However, even in these cases, a great deal can be learned 
from MeCl about how gene variants, epileptic disease processes, 
and treatment strategies impact basic features of brain activity 
[16]. Deriving this information from raw MeCl data requires care-
ful considerations and analyses that we will discuss. This approach 
has the potential to advance our understanding of the features that 
distinguish the epileptic brain, how they relate to underlying causes 
at the cellular and molecular scale, and can potentially be used to 
determine where and how brain activity needs to be modulated to 
holistically restore normal function. 
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2 Materials 

2.1 Experimental 

Animals 

In principle, MeCl can be performed in any animal model of 
epilepsy. An early application of the tandem-lens epifluorescent 
macroscope, the most common instrument used for MeCl, was 
intrinsic imaging of the primate cortex [17]. Recent advances in 
techniques to introduce calcium indicator proteins into the neu-
rons of a diverse array of species mean that MeCl can be performed 
in almost any model organism [18]. Yet among mammalian species, 
the mouse is unrivaled in the number of genetic lines available that 
carry both research tools and disease-causing gene variants. For this 
reason, this chapter will focus on mice but with some simple 
adaptations the techniques described here can be applied to other 
species. In fact, several recent studies have imaged seizures in 
zebrafish with excellent results [19]. 

An important issue that needs to be considered when planning 
MeCl studies of epileptic animals is the probability of imaging 
spontaneous seizures. Because these events are the hallmark of 
epilepsy in human patients, and therapeutic modulation of their 
occurrence remains the gold standard of treatment efficacy, many 
investigators will want to measure seizure activity. However, in 
most rodent epilepsy models, spontaneous seizures are rare and 
unpredictable [20], making it unlikely that they will occur during 
the relatively short course of MeCl imaging sessions. EEG record-
ing in rodents typically span days, if not weeks, in order to capture 
the number of spontaneous seizures needed to power studies of 
their properties [21, 22]. Mesoscale imaging experiments, on the 
other hand, are usually conducted over a period of hours at most, 
due to the desire to avoid animal welfare issues associated with 
long-term head fixation and to keep the volume of data generated 
manageable. Thus, unless the chosen model has frequent or pre-
dictable seizures, an imaging approach that only samples for min-
utes or hours per day will likely capture few or no spontaneous 
seizures. Many animals that have numerous spontaneous seizures 
may also suffer from early lethality or poor health. Thus, the ideal



choice of a model is one that has frequent, nonlethal seizures. 
Previously, we imaged mice with a human gain-of-function variant 
in the KCNT1 gene to image spontaneous seizures [13, 23]. These 
mice can have several seizures per day, yet are generally long-lived 
and healthy. An interesting and largely unexplored alternative that 
may be possible in some models is to use a naturalistic trigger to 
cause seizures in a chronically epileptic animal. An example of this 
would be elevating body temperature to trigger febrile seizures in 
mouse models of Dravet syndrome [24]. Other physiological trig-
gers such as stress or specific neuromodulatory states could also 
potentially be engineered into imaging experiments as seizure trig-
gers depending on the phenotypic details of the model being 
studied. 
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Another factor that needs to be considered when designing 
MeCI studies is the age at which imaging needs to be performed. 
The vast majority of published MeCI studies have been performed 
in adolescent or adult mice, although slightly more demanding 
methods can be used to collect data from neonates. Important 
events in epileptogenesis likely occur early in development in 
many genetic models [20], making it more difficult, although by 
no means impossible, to study disease onset in these cases. On the 
other hand, models that rely on insults later in development to 
cause chronic epilepsy, such as trauma, induced genetic lesions, 
kindling, or pharmacology are well suited to studies of epileptogen-
esis using MeCI. 

Finally, MeCI is largely restricted to the cortex where it can 
report on activity in all dorsal cortical areas simultaneously. Imaging 
deeper brain structures requires significantly more involved surgical 
techniques and a reduction in the area of imaged tissue. This makes 
the technique most relevant for models in which the cortex is 
involved in disease, although even in cases where seizures start in 
other brain regions MeCI can still potentially be used to study the 
propagation of epileptic activity, changes in basic, ubiquitous fea-
tures of neurophysiology, and any disease-related changes that 
occur distant from the site of seizure initiation. In general, some 
knowledge of the spatial relationship and connectivity between the 
imaged tissue and the site of epileptic activity initiation is critical to 
interpreting MeCI data. 

2.1.1 Genetically 

Encoded Calcium 

Indicators 

Another important choice is how to introduce the desired Ca++ 

indicator. Ca++-sensitive dyes have been used to monitor activity at 
the mesoscale, but for imaging chronically epileptic mice a geneti-
cally encoded indicator is preferable because it facilitates the longi-
tudinal imaging needed to capture spontaneous seizures, as well as 
day-to-day variation in the severity of pathology, which can be quite 
high in epileptic animals. There are several transgenic mouse lines 
to introduce GCaMP and other Ca++ indicators, either into the 
germline or driven by Cre expressed under the control of a cell-type



specific promoter. Some GCaMP-expressing lines have been 
reported to cause epileptiform activity on their own, possibly due 
to the presence of high levels of the Cre enzyme, or the presence of 
the Ca++-buffering GCaMP molecule early in development 
[25]. This should be considered when choosing a GCaMP-
expressing mouse line. Previously, we used a Snap-25 GCaMP 
line that expresses GCaMP6s pan-neuronally, as this line was 
reported not to cause epileptiform activity on its own 
[25]. Although the expressing level of GCaMP in this line is dim 
relative to other lines, in our experience high levels of GCaMP are 
not necessary for mesoscale imaging (see Note 1). If a brighter line 
is required, it’s possible to suppress the expression of GCaMP until 
later in development to avoid these issues. However, this approach 
has, to our knowledge, only been demonstrated in wild-type mice, 
and care should be taken in any epileptic line to ensure the trans-
gene is not altering or generating disease phenotypes. 
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Another option is to inject AAV virus that expresses one of 
many available Ca++ indicators. In the past, such viruses have most 
often been used to drive indicator expression in a restricted tissue 
volume following focal injection, but several recent advances have 
made it possible to achieve widespread expression in the CNS. One 
of these approaches relies on the use of a viral capsid that confers a 
tropism for CNS tissue (PHP.eB). These viruses are typically intra-
venously injected into adult mice, most often via the retro-orbital 
sinus [26]. Another promising option is to use the common sero-
type AAV9 which, when injected into the transverse sinus of P0 
mouse pups, can deliver high levels of transgene expression 
throughout the brain [27]. All of these approaches have the poten-
tial to achieve widespread CNS expression of Ca++ indicators nec-
essary for effective mesoscale imaging (see Note 2). The choice of 
using a transgenic line versus virus injection must be weighed by 
considering the complexity of a specific breeding scheme versus the 
extra work involved in performing the injections. 

3 Methods 

3.1 Head-Plate 

Surgery 

Imaging under the mesoscope requires surgery to expose the skull 
for optical access and attach a headplate that is used to fix the animal 
under the objective lens. Anesthesia can be induced using 4% iso-
flurane gas and the levels maintained at 1–2% during surgery. 
Typically, mice are secured to a stereotaxic frame using ear bars, at 
least for the initial portion of surgery. Once the scalp has been 
removed, the dorsal skull exposed and cleaned, and the headplate 
securely attached to the skull, it is possible to shift head fixation to 
the headplate for greater stability. This can be useful if delicate 
operations such as craniotomy for electrodes, a glass imaging win-
dow, or drug delivery cannulae are incorporated into the surgery.



There are numerous published designs for headplates or headbars 
suitable for mesoscale imaging [28, 29]. For maximal stability, 
especially during imaging sessions when the animal is awake and 
moving, these are typically milled or cut out of a stiff metal such as 
aluminum or titanium. To achieve optical access, the skull can be 
removed and replaced with a glass window, thinned, or simply 
made transparent with cyanoacrylate application (Loctite 4305). 
Replacement with a glass window gives the best optical access and 
spatial resolution as well as the ability to perform 2-photon imaging 
in the same tissue as MeCI, but it also takes the most time and 
effort to learn. Furthermore, the longer surgery time and potential 
for trauma may exacerbate epilepsy or weaken already epileptic 
mouse strains. In our experience, imaging through a 
cyanoacrylate-coated skull gives signals that are more than adequate 
to study epileptic brain activity, which is already characterized by its 
high intensity relative to ongoing activity. It also is sufficient for 
detecting neural events associated with locomotion, sensory stimu-
lation, and spontaneous activity. After surgery, the head plate can be 
filled with silicone elastomer (Kwik-Sil, WPI) for protection of the 
skull during recovery and in between imaging sessions. 
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3.2 Data Acquisition The simplest mesoscale imaging setups use tandem-lens configura-
tions with objective and image forming lenses, often consisting of 
consumer photographic camera lenses. To collect mesoscale fluo-
rescence images, we constructed a tandem-lens epifluorescent 
macroscope (Fig. 1) [17]. It incorporated objective and image 
forming lenses with 50- and 105-mm focal lengths, respectively 
(Nikon Nikkor 50 mm f/1.4 and 105 mm f/1.8), and produced 
2.1X magnification. A broadband LED light source (X-Cite 
120 LED) was used for illumination with a GFP filter set (Chroma 
49002) in 50-mm circular glass, mounted in Thorlabs SM2 hard-
ware in the configuration illustrated in Fig. 1. A 530-nm LED 
(Thorlabs, M530F2, LEDD1B) coupled to an optical fiber pointed 
obliquely at the cortical surface was used to illuminate every other 
frame, and the resulting reflectance images were used to correct the 
GCaMP signal for hemodynamic artifacts [30]. To toggle illumina-
tion, both LEDs were driven using the camera frame exposure 
signals and routed with a microcontroller board (Arduino Uno). 
All images were captured with an Andor Zyla 5.5 sCMOS camera 
(Camera Link 10-tap) controlled by the open-source microscopy 
software μManager from within Matlab. 

Mice were secured under the objective lens by positioning a 
pair of fixed threaded rods through the outermost holes of their 
head plate, which was clamped in place with thumb screws. The 
threaded rods were mounted on custom steel plates attached to 
25-mm square optical rails (Thorlabs, 9 in long), themselves sup-
ported by post bracket platforms (Thorlabs, C1515) on 1.5″ opti-
cal posts (Thorlabs, P14). In this position, mice were free to run on



a treadwheel made from a Styrofoam cylinder mounted on a cus-
tom axle. During imaging, wheel position was recorded with an 
optical shaft encoder (US Digital S6-2500-236-IE-S-B) and a PCIe 
DAQ system (National Instruments, Part #s 781045-01, 782536-
01, 192061-01). 

Mesoscale Ca++ Imaging of Seizures and Interictal Activity in Models of. . . 239

Fig. 1 Widefield imaging of dorsal cortex in Kcnt1m/m and WT mice. (a) A schematic of the tandem-lens, 
epifluorescent macroscope used for in vivo, awake widefield Ca++ imaging. Every other frame is illuminated 
with a 530 nm LED pointed obliquely at the skull surface; the resulting reflectance images are used to correct 
the GCaMP signal for hemodynamic artifacts. (b) An example seizure train. The trace shows average ΔF/F 
signal calculated across all pixels involved in at least one of the three seizures shown. Red lines demarcate 
seizure boundaries. Images below show still frames of mouse body video and simultaneous ΔF/F frames of 
the dorsal cortex, with black lines marking the Allen Mouse CCF area borders. Time relative to seizure start is 
indicated above each pair of frames 

Video of the mouse’s body should also be collected during 
imaging. This will allow for the correlation of the behavioral man-
ifestations of seizure with the neural signal. Our body video was 
collected under infrared illumination with an Allied Vision GC75 
camera and synchronized with the video of GCaMP fluorescence. 

4 Data Analysis 

One of the most challenging aspects of mesoscale Ca++ imaging is 
how to analyze and interpret the large and complex data sets 
collected with this modality. Because we are interested in two



distinct regimes of brain activity, both ictal and interictal, and these 
regimes are different in terms of their characteristics, we will discuss 
data analysis in four parts; (1) preprocessing, (2) detection and 
analysis of epileptiform activity, (3) detection of non-epileptiform 
activity in both WT and epileptic mice and comparison between 
genotypes, and (4) relating epileptiform activity to differences in 
non-epileptic activity between genotypes. 
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4.1 Basic Image 

Processing Steps and 

Analysis 

For most applications, raw MeCI data must be preprocessed prior 
to analysis. Some common preprocessing goals are to suppress 
noise, correct for variation in indicator expression levels and brain 
illumination, and compress the data [31, 32]. These can be 
achieved with a range of operations including the subtraction of a 
dark frame,ΔF/F transformation, subtracting an estimate of hemo-
dynamic artifacts, compression and denoising using a dimensional-
ity reduction technique such as singular value decomposition 
(SVD), detrending, high pass filtering, and bandpass filtering in 
the heartbeat frequency range. In our work, we use Matlab pro-
grams, either running on a local PC in the lab or on our university 
computing cluster, for preprocessing, although any language capa-
ble of executing these straightforward calculations will serve. 

Dark frame subtraction is a technique to remove the fixed-
pattern noise associated with a camera sensor from each frame 
MeCI data. This is often done by capturing a short series (>20) 
of frames either immediately before or after an imaging session in 
which the illumination source is turned off while all other settings 
are left untouched. These frames are then stacked, we use a simple 
average, and subtracted from all frames that were collected with the 
illumination source turned on. The value and impact of this step 
depends on the relative magnitude of fixed pattern noise in your 
frames, which is a function of the camera being used, exposure 
time, illumination intensity, and temperature among other factors. 
But, as it is relatively easy to implement and doesn’t require much 
by way of computing or storage resources, it is likely a good idea to 
incorporate dark frame subtraction into one’s data collection and 
preprocessing pipeline. 

The ΔF/F transformation is widely used with Ca++ imaging 
data of all kinds to correct for differences in fluorescence intensity 
that result from differences in indicator expression level, illumina-
tion intensity, and light scattering. Using transgenic lines or viruses 
to drive indicator expression throughout the CNS typically does 
not result in large variations in expression level within a MeCI field 
of view. However, such variation can occur if a virus was injected 
directly into neural tissue or transgenic expression is controlled by a 
Cre line with nonuniform expression across the brain. Additionally, 
due to the large fields of view produced by tandem lens macro-
scopes, it is quite difficult to achieve uniform illumination of the 
tissue under study. Furthermore, because the mouse skull and brain



are curved, light that enters the sample at an oblique angle will have 
to traverse more tissue to reach a given depth relative to the brain’s 
surface than light entering on a perpendicular path [33]. This will 
impose differing levels of scatter depending on sample geometry, 
although the magnitude and significance of this effect remains 
poorly characterized. The ΔF/F depends on a measure of the 
fluorescence intensity in the absence of neural activity (baseline 
fluorescence, F0) at each pixel or within each region of interest 
(ROI) being analyzed. Because neural activity is sparse in many 
brain areas this is often calculated as the average fluorescence 
taken across all frames in a dataset. Alternatively, it can be calculated 
as the average over some range of frames in which activity is low, 
such as the bottom 20th percentile of frames ranked by intensity. 
This value (Fo) is then subtracted from the value in each frame and 
the resulting difference is expressed as a fraction of baseline fluores-
cence, this is then multiplied by 100 to yield a percentage. In this 
way the ΔF/F transformation allows for more meaningful compar-
ison of signals from locations that vary in absolute brightness. 
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Unfortunately, light at both the excitation and emission wave-
lengths of calcium indicator proteins is absorbed by molecules 
within the blood, including flavoproteins and hemoglobin. As 
blood flow and oxygenation change during an imaging session, 
the degree to which imaging light is absorbed changes, producing 
signal fluctuations that are independent of indicator fluorescence. 
Strategies to correct this vary widely across research groups, rang-
ing from doing nothing to subtracting an estimate based on multi-
wavelength measurement of blood absorption and modeling 
[15, 34]. Our approach consists of subtracting an estimate of the 
hemodynamic signal based on intensity fluctuations measured in 
images of the cortical surface obliquely illuminated by an 530 nm 
LED, which does not excite GCaMP but is still absorbed by the 
blood to a similar degree as imaging light. By alternating between 
reflectance and epifluorescent illumination, we collect an alternat-
ing series of frames with and without GCaMP signal but sharing a 
similar hemodynamic signal. During preprocessing these frames are 
deinterleaved and independently used to calculate the fractional 
change in fluorescence/reflectance at each pixel, in each frame 
(see ΔF/F discussion above). We then subtract fractional reflec-
tance, our estimate of the hemodynamic signal, from fractional 
fluorescence, which contains both GCaMP and hemodynamic sig-
nals [30]. This subtraction has been performed in a variety of 
different ways across studies, but whether its specific form has any 
meaningful impact on results remains unclear [35–37]. A variation 
on this strategy takes advantage of the fact that GCaMP fluores-
cence is Ca++ independent when the molecule is excited using violet 
light (407 nm). Here, instead of collecting reflectance images 
under oblique illumination at the indicator’s emission wavelength, 
epifluorescent images illuminated with violet provide a measure of



all Ca++ interdependent signal fluctuations which can then be sub-
tracted from frames illuminatedwith blue light [38]. Hemodynamic 
contamination can also be reduced by masking out large blood 
vessels in images and bandpass filtering signals in the heartbeat 
frequency range (9–13 Hz). 
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Signal fluctuations in MeCI data occur on many timescales 
reflecting both fast and slow changes in neural activity, hemody-
namics, and, depending on indicator and imaging conditions, indi-
cator bleach. Because most investigators are interested in relatively 
fast changes in neural activity, a high pass filter is commonly used to 
suppress the slow component of these signals. It’s worth noting 
that biological insight can also be gained from the slow component 
of MeCI signals, and filters should be chosen based on the particu-
lar question being investigated [39]. Additionally, detrending can 
be used to correct for indicator bleaching. 

The image stacks produced by MeCI are often quite large and 
noisy. Both issues can be addressed using a dimensionality reduc-
tion technique such as singular value decomposition (SVD). This 
operation factors the data and allows it to be reconstructed through 
the multiplication of several much smaller matrices. Noise can be 
rejected during this reconstruction by using only those portions of 
these matrices necessary to capture a given fraction of the variance 
present in the raw data. Many of the preprocessing steps described 
in this section, such as filtering, can also be performed on the data 
in factored form. 

4.2 Alignment and 

Segmentation of the 

Imaging Field 

To make meaningful comparisons between MeCI data collected 
from different imaging sessions and animals, it is often necessary 
to identify equivalent brain areas across datasets. A common 
approach is to register images to the Allen Mouse Common Coor-
dinate Framework (CCF), a reference map of mouse brain areas 
produced by the Allen Institute [40]. We have adopted a simple 
method for achieving this in our work in which we manually place 
several control points on prominent anatomical features present in 
our FOV and then use a nonreflective similarity transformation to 
bring each session into alignment with the CCF. Based on previ-
ously published methods, we selected the anterior edge of the 
cortex, midway along the mediolateral extent of each olfactory 
bulb and at the midline, as well as on the posterior edge at the 
midline for control point placement [38, 41]. The image we use for 
control point placement is a histogram equalized average of 
GCaMP6 fluorescence in each session. This process can also be 
automated and software packages that perform CCF registration 
have been published [42]. 

Registration to the CCF provides a segmentation of the brain 
based on an assumption of stereotypy across animals. While this has 
proven to be a useful comparative framework, it ignores individual 
variation in brain parcellation and cannot account for any



pathological deviations from normality that may occur in a disease 
model. There are several analytical tools that can be used to investi-
gate the spatial organization of brain activity within an individual 
that do not require making these assumptions. One way to examine 
the relationship between activity at any given location within a 
MeCI FOV and all other locations can be visualized by calculating 
seed pixel correlation maps (SPCMs). These are generated by cal-
culating the correlation between signals on a single pixel (the seed 
pixel) and all other pixels in the FOV. The resulting correlation 
coefficients are then displayed as an image that indicates regions of 
tissue where activity is correlated, or anti-correlated, with activity at 
the seed pixel. In animals with normal cortical arealization, SPCMs 
often reveal boundaries that correspond closely to area borders in 
the CCF. Another commonly employed activity-based segmenta-
tion technique is independent component analysis (ICA), which 
identifies maximally independent subcomponents in multivariate 
signals. In the context of MeCI, these subcomponents are typically 
interpreted as functional modules within large-scale brain activity 
[37, 43–45]. However, for comparison across studies, functional 
units identified using these techniques need to be related to refer-
ence brain areas and labels at some point. Finally, ground truth area 
borders can be determined for some sensory areas such as V1 or 
barrel cortex using sensory stimulation. While it is not possible to 
map all areas in this way, it can provide an important test of areal 
segmentation. 
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Comparing spatial patterns of activity across sessions and mice 
in greater detail than area labels benefits from bringing all data into 
alignment, such that a given pixel in one image covers the same part 
of the brain in another. We have achieved this in our work using a 
three-step alignment procedure, beginning with a within-animal 
affine registration based on histogram equalized average GCaMP6 
images from each session. Once all sessions from a given mouse 
were registered to each other, we aligned sessions across mice. 
Because details of skull anatomy, vasculature, and the cranial win-
dow differ substantially across mice, we performed this step not on 
average GCaMP images but rather SPCMs of primary visual cortex, 
a prominent and well-defined cortical area present in all animals. To 
do this, we generated SPCMs using a 50-by-50 grid of seed pixels 
covering the whole FOV. We then took the average across maps 
with seed pixels in primary visual cortex (VISp) in each session and 
the grand average across all sessions from a given mouse. Using 
these maps, we registered image sets from all mice in our study to 
each other with a similarity transformation. Finally, we refined the 
cross-animal registration by recalculating a similarity transforma-
tion to align each mouse’s grand average VISp SPCM to the 
average taken across mice following the second step.
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4.3 Detecting and 

Analyzing 

Spontaneous Seizures 

Because seizures are sudden uncontrolled bursts of brain activity 
with behavioral manifestations, they can be identified based on 
several features of the data collected in MeCI experiments. In the 
Ca++ imaging data itself we can leverage the fact that neural activity 
rapidly increases to abnormally high levels during seizure onset to 
use the rate of change of ΔF/F signals as well as their absolute 
magnitude as criteria in seizure identification. However, these 
direct measurements of neural activity need to be considered in 
light of the animal’s behavior which should be recorded with a 
separate camera in all MeCI sessions. In our work, we require 
behavioral correlates such as tonic arching, tail extension, facial 
jerking, and forelimb clonus, to classify an event as a seizure. 

Our method for seizure identification involves several steps to 
identify candidate events before visual examination of brain activity 
and mouse behavior to form a final judgment. Because seizures are 
rare, we set the bar low for events to be considered as potential 
seizures, reasoning that its more important to catch all seizures in 
our data than save time watching videos. We begin by calculating 
the average pixel-wise ΔF/F difference between successive frames 
in a session, as well as the fraction of pixels in each frame above a 
hand-tuned threshold of 20% ΔF/F. After smoothing these vectors 
with moving average filters, we calculate the envelope of the average 
difference vector and identify peaks in it and the fraction of pixels 
above threshold vector. Peaks that are coincident in both vectors 
identify periods of time when the ΔF/F signal was changing rapidly 
and a large number of pixels reported high intensity activity. We 
found that defining coincidence as occurring within 15 s of one 
another works well. This is a window wide enough to accommo-
date smoothing and a reasonable temporal offset in peak values of 
these two measurements. Having found a set of coincident peaks, 
we then need to identify the span of frames containing the potential 
seizure. We do this based on the peak present in the smoothed 
average frame difference envelope, by finding the first and last 
frames on either side of the peak above this signal’s average. After 
identifying these potential seizures, we screened videos of the 
mouse’s behavior for confirmation of a behavioral seizure by watch-
ing simultaneous cortical ΔF/Fo and mouse body videos. In this 
system, events that meet bothΔF/F and behavioral criteria are then 
classified as seizures (see Note 3). 

After seizures are identified, many analyses, such as mapping 
propagation, depend on being able to identify precisely when the 
seizure began at any given location in the FOV (see Note 4). We 
find the precise borders of seizure activity at each pixel by using the 
non-seizure data we have from the mouse to define aΔF/Fo seizure 
threshold set to the 99th percentile of all non-seizure, non-IED 
event peaks from all sessions. This threshold is calculated and 
applied on an animal-to-animal basis. For each seizure, we identify 
the first frame in which at least 1% of pixels were above threshold



(seizure start, Fig. 2a), the first frame in which the number of pixels 
above threshold was maximal (end of seizure growth phase), and 
the first trailing frame in which less than 1% of pixels was above 
threshold (seizure termination). Because IEDs occurring close to 
seizures were sometimes picked up while identifying seizure 
boundaries, any “seizures” that met our IED criteria were then 
eliminated. The order in which pixels or areas are recruited into the 
seizure can be represented as a recruitment map (Fig. 2b). 
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Fig. 2 Analysis of seizure propagation patterns. (a) An example seizure emergence zone map. Red pixels are 
those above seizure threshold in the first frame containing seizure activity. Black lines mark the borders of the 
Allen Mouse CCF areas. Scale bar is 1 mm. (b) An example seizure recruitment rank heatmap (same seizure as 
panel a). The value of each pixel is its recruitment time rank 

4.4 Detecting and 

Analyzing Interictal 

Activity 

Although recurrent spontaneous seizures are the defining feature of 
epilepsy, it is increasingly recognized that seizures do not occur on 
top of otherwise normal brain activity [46]. Although the complex 
relationship between cause and effect is not well understood, in the 
case of genetic epilepsies it is almost certainly the case that the 
underlying genetic change modifies brain activity outside of sei-
zures in ways that predispose the brain to seizure activity. Studying 
animal models of chronic epilepsy provides the unique opportunity 
to compare brain activity outside of seizure between individuals 
that share the same genetic background and life history and differ 
only in disease status. To accomplish this with MeCI requires a 
method for detecting interictal brain activity, categorizing it in a 
way that permits equivalent forms of activity to be identified across 
individuals, measuring features of this activity that permit quantita-
tive analysis, and statistical testing to evaluate any group differences 
that are measured.
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Brain activity in MeCI data appears as a complex and dynamic 
pattern of shifting fluorescence. Because there are no clear quanta 
of activity, such as spikes or discrete Ca++ events, delineating, 
categorizing, and compiling statistics on this activity is uniquely 
challenging. There is by no means a clear consensus on how best to 
handle this data and extract biologically meaningful measurements. 
Although this is an active area of research, new and increasingly 
sophisticated methods are being published with some regularity at 
the time of this writing. In a recent study, we investigated interictal 
activity in a mouse model of KCNT1-related epilepsy using MeCI 
[13]. Our goal in doing so was to determine whether cortical 
activity differed systematically between epileptic and healthy mice, 
and if so, how any such differences related to the epileptic activity 
the mice suffered. We observed numerous spontaneous seizures 
and many IEDs among the epileptic mice, and from this learned 
that some cortical areas and individual mice were far more vulnera-
ble to epileptic activity than others. To find out whether this 
vulnerability correlated with disrupted interictal activity, we took a 
simple approach to detecting, categorizing, and comparing cortical 
events in this data. 

We started by identifying moments during which cortical activ-
ity levels were elevated somewhere within our FOV (Fig. 3). 
Because the number of pixels in our data was high, we first spatially 
down-sampled our data by averaging pixel values in a grid of 
rectangular ROIs laid over each frame from a session (Fig. 3b). 
We then used the built-in Matlab function findpeaks() to identify 
peaks in the ΔF/Fo trace associated with each ROI (Fig. 3c). As 
mentioned above, episodes of activity in MeCI data are spatially 
extensive and evolve through time. For this reason, episodes of 
activity often produced peaks in multiple ROIs and frames. We 
categorized any peaks that occurred within 250 ms of each other 
as belonging to the same “event.” Once we had detected events in 
ROIs, we repeated event detection with findpeaks() at full resolu-
tion for all pixels in the FOV over a time window that spanned the 
event. This produced a list of pixels involved in event, and for each a 
peak time, magnitude in ΔF/Fo, and duration at half peak. We then 
quantified the spatial profile of each event as the fraction of activity 
that occurred in each CCF cortical area within our FOV, producing 
a vector for each event. To group events with similar profiles, we 
pooled all these vectors, from all sessions and mice, both wild type 
and KCNT1 mutant, and clustered them using hierarchical cluster-
ing, deciding where to cut the cluster tree based on silhouette 
analysis. We considered events in the same cluster as being of the 
same type, allowing us to compare equivalent events in different 
animals and across genotypes (Fig. 4). However, the significance of 
these differences needed to be tested, a task made difficult by the 
fact that the data did not conform to well-described distributions 
and contained many layers of dependencies.
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Fig. 3 Identification of neural events in MeCI data. (a) GCaMP6s fluorescence in 
the brain of a Kcnt1m/m mouse expressing GCaMP6s under control of the Snap-
25 promoter. (b) Illustration of the grid of regions of interest (ROIs) used in event 
detection superimposed on a portion of the GCaMP6s fluorescence image. (c) 
ΔF/F peaks with a prominence greater than 15% were identified in each ROI 

To contend with these issues, we devised a series of permuta-
tion tests in which shuffling and resampling were used to break the 
association of interest before recalculating the test statistic. By 
comparing the true test statistic to distributions attained through 
repeated shuffling, we were able to evaluate the significance of our 
measurements (Fig. 5). This work showed that interictal activity in 
vulnerable cortical areas occurred much more frequently in epilep-
tic mice and that the peak intensity of cortical events was elevated in 
mice with high disease burden, regardless of where they occurred. 
This demonstrates that interictal activity features can be used to 
predict the localization and severity of epileptic activity in the 
chronically epileptic brain. It also suggests that seizures and IEDs 
are simply the most obvious and dramatic examples of how this 
gene variant reshapes brain activity in the disease state, opening the 
door to future investigations and ultimately a more complete 
understanding of how molecular dysfunction alters the large-scale



brain activity that underlies patient symptoms. In the present con-
text, this work offers an example of how epileptic and interictal 
activity can be measured in a chronically epileptic brain, analyzed, 
and integrated to yield a more holistic view of the disease state than 
studying either in isolation allows. 
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Fig. 4 Spatially clustering events in WT and genetic mouse model of epilepsy to compare interictal activity 
features. The figure shows five representative event clusters from both WT and the KCNT1 Y796H mouse 
model. Images on the left show the average event peak intensity at all pixels for each genotype and cluster. 
These were calculated using event frames in which each pixel was assigned itsΔF/F peak intensity value, and 
pixels not involved in the event were set to zero. The line plots show the average peak intensity of neural 
activity within each Allen Mouse CCF area imaged. These values were constructed by taking the average ΔF/F 
peak value across all pixels involved in an event in each area. Pixels not involved in the event were set to zero. 
The lines represent the averages for each group, taken across session averages for each mouse. Error bars 
show SEM across mouse averages. Text above each plot gives the total number of events in the cluster from 
each group and the Kcnt1m/m to WT Pearsons correlation coefficient. The high correlation between the lines 
indicates that the spatial footprint of the clusters is highly similar, even though elevated event intensity and 
event rate are present in some event clusters, especially the middle cluster involving the secondary motor 
cortex
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Fig. 5 Example of the permutation test approach to determining whether the rate of neural event types differs 
between genotypes. Event peak intensity images from WT and Kcnt1m/m mice are shown on the left. The upper 
scatter plot shows event rates of all sessions in each mouse. Each row on the y-axis represents all sessions 
from one mouse and each dot represents the mean event rate from one imaging session. The lower plot shows 
the same data after a random shuffle in which the event rate, calculated in each session from each mouse, 
was pooled, shuffled, and then redrawn such that each mouse had the same number of sessions before and 
after the shuffle. Short lines are animal medians and long lines are group means weighted by session number. 
Histogram to the right shows the distribution of weighted group average differences obtained from one million 
shuffles; the red line indicates the true group difference (>99.96% of shuffled group differences) 

However, this approach is also limited in a number of impor-
tant ways. By pooling event peaks that occurred at different loca-
tions with short latency, we discarded the details of how activity 
unfolds through time across the cortex. A promising approach used 
by other groups to study this evolution relies on calculating optic 
flow in MeCI data [47]. Furthermore, the clustering that we per-
formed yielded a relatively small number of clusters (10) that 
undoubtedly represent only the coarsest level of the true taxonomy, 
if any such exists. 

5 Conclusion 

Only a handful of studies have used mesoscale Ca++ imaging of 
neural activity to study epilepsy in mouse models, and even fewer 
have used chronic epilepsy models. This approach, however, holds 
great promise for addressing key questions about seizure initiation, 
spread, and termination. When applied to chronic models, and 
especially the large and ever-growing number of mouse models 
with orthologous human genetic variants that cause epilepsy, it 
can be used to study not only seizures but also patterns of interictal 
activity. This opens up the possibility of comparing interictal brain 
activity to ictal activity within epileptic animals, and to



systematically compare interictal activity in epilepsy models to 
healthy controls. This information can identify cortical areas that 
are particularly susceptible, or resistant, to pathological activity, and 
how severely brain activity deviates from normal across large por-
tions of the brain. As mesoscale Ca++ imaging is relatively inexpen-
sive to implement, it could be adopted as part of a broader 
phenotyping strategy for epilepsy models. At its most basic level, 
the results can be used to target mechanistic studies to specific 
cortical regions in these models, such as patch-clamp recordings, 
cellular level Ca++ imaging, gene expression, and morphological 
measurements. Additionally, mesoscale Ca++ imaging could also 
be used to determine where and how brain activity needs to be 
modulated to holistically restore normal function, reveal off-target 
treatment effects, and facilitating therapy optimization to deliver 
maximal benefit with minimal side-effect potential. 
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6 Notes 

1. Ca++ indicators with red-shifted excitation-emission spectra are 
now available [48, 49]. Although they are not as bright as their 
GFP-based counterparts, in our experience they are serviceable 
for MeCI. They also open up the possibility of simultaneous 
MeCI of different neuronal populations or biosignals in two 
different colors. 

2. The main advantage offered by MeCI is its large FOV, which 
makes it easy to simultaneously monitor large swatch of brain 
tissue at low cost. To maximize the amount of information each 
experiment yields most investigators desire widespread indica-
tor expression. However, this is by no means necessary, the 
large field of view can just as profitably be exploited to image a 
set of separate brain regions, each expressing indicator protein 
introduced with a focal virus injection. Furthermore, it’s also 
possible to isolate signals arising from the projections of a 
defined neuronal population of neurons by targeting it with 
focal injection of indicator virus, this includes deep brain 
regions that project superficially. Depending on the specifics 
of the model under study, many questions can likely be 
answered, perhaps most appropriately, without widespread or 
pan-neuronal indicator expression. 

3. On numerous occasions we have observed that the intense 
seizures, both spontaneous and pharmacologically induced, 
occasionally terminate with intense, slow-moving waves of 
fluorescence that likely correspond to cortical spreading 
depression. It is interesting to note that, unlike seizures, these 
waves appear to propagate uniformly away from their point of 
origin, unmodified by the underlying synaptic connectivity of
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the tissue they pass through. Yet these waves are also often 
bilaterally symmetrical, raising an interesting question of how 
this symmetry is generated if propagation is independent of 
synaptic connectivity. With regard to the issues here at hand, we 
found that these waves have a strong effect on the singular 
values we derived from sessions in which they occurred and 
distorted the SVD reconstructions we obtained. Our solution 
was simply to remove them from the data before applying SVD, 
although more elegant solutions likely exist. 

4. We have summarized the spatial organization of seizures using 
two measurements: emergence zones and recruitment maps. 
We define emergence zones simply as the group of pixels above 
seizure threshold in the first frame containing seizure activity. 
These regions may be the site of seizure initiation or simply the 
first location a seizure appears within a FOV. Comparing onset 
in the emergence zone to that of behavioral seizure symptoms 
can provide some evidence as to which is more likely. To 
construct recruitment maps, we generate an image in which 
each pixel value is assigned as the time that pixel was recruited 
into the seizure (Fig. 2b). Transforming recruitment times into 
ranks highlights the spatial propagation pattern independent of 
propagation rate, which typically varies significantly between 
periods when the extent of seizing tissue remains relatively 
constant and periods when new territory is drawn into the 
seizure. 
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Chapter 11 

Mesoscale Imaging of Neural Dynamics in Epilepsy 

James E. Niemeyer, Hongtao Ma, and Theodore H. Schwartz 

Abstract 

Epilepsy is a disease characterized by recurrent seizures. When focal in onset, these events start in a defined 
location and then spread through short- and long-range connections to local and widespread 
interconnected brain networks. Recent advances in neuroimaging of activity-dependent fluorophores 
have made widefield imaging an ideal tool for tracking the neural dynamics underlying the onset and 
propagation of seizures. Here we describe the methods and experimental techniques that can be employed 
to study seizures in awake behaving rodents, with a particular focus on simultaneously applying genetically 
encoded calcium indicators and hemodynamic imaging. These methods can be easily extended to normal 
brain mechanisms in healthy brain as well as other neurological diseases. 

Key words Calcium imaging, Fluorescence imaging, Brain networks, Ictogenesis, Seizure networks 

1 Introduction 

Using light to detect neuronal activity has been possible since the 
mid-1900s, when activity-dependent changes in optical properties 
of nervous tissue were first observed [1]. Subsequent research 
uncovered various related signals, such as those associated with 
metabolic and hemodynamic changes in tissue. These “intrinsic 
signals” have been used extensively for brain mapping in neurosci-
ence [2–4]. In the 1960s, voltage imaging of the brain became 
possible after the discovery that dye molecules applied to the brain 
surface could be used to report voltage changes on cell membranes 
[5, 6]. These voltage-sensitive dyes create “extrinsic signals,” which 
have also been used extensively for brain mapping [7, 8]. Calcium 
dyes followed after, providing another dye-related extrinsic signal 
imaging method [9]. The major advantage of dye imaging is that it 
quickly reports changes in neuronal membrane potentials or cal-
cium usage, providing a more direct and faster readout of brain 
activity than intrinsic signals. The disadvantages, however, are that 
these dyes must be applied to the brain surface in an experimental 
preparation and that the signals can have a poor signal-to-noise
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ratio [10]. Further, responses from cell somas, dendrites, and axons 
can all contribute to the extrinsic signal. Another disadvantage, of 
both extrinsic and intrinsic signal imaging, is that these methods are 
not cell type-specific: inhibitory and excitatory neuronal activity 
cannot be dissociated, and even glial cell activity can 
contribute [11].
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More recently, bioengineers have developed genetically 
encoded calcium indicators (GECIs) that largely overcome the 
limitations above [12]. GECIs are activity-dependent fluorophores 
that can be placed into genetically defined cells, permitting whole 
brain expression of the calcium indicator in specific cell types. These 
fluorophores can even be restricted to neuronal somas, helping to 
prevent neuropil activation [13, 14]. When combined with modern 
imaging systems, these GECIs can provide robust spatiotemporal 
descriptions of brain activity in multiple animal species. In particu-
lar, widefield imaging, which uses CCD or CMOS cameras in 
conjunction with widefield illumination, can provide a broad view 
of neural dynamics over time, even in awake behaving animals 
undergoing simultaneous electrographic and intrinsic signal 
recording. This technique has been fruitful in systems neurosci-
ence, and here we focus particularly on the dynamics of a neurolog-
ical disease: epilepsy. 

Epilepsy is defined by spontaneously recurring seizures, which 
are pathological brain events characterized by aberrant electrical 
activity. In focal neocortical epilepsy the seizures develop from a 
particular brain site and then spread to other regions, sometimes 
generalizing across the entire organ. This propagation can occur 
through anatomical connections, contiguous expansion, or patho-
logic pathways that develop over the course of the disease. By 
performing widefield illumination and imaging over a large region 
of cortex, researchers can examine how seizures initiate and then 
recruit other interconnected brain sites and networks [15– 
21]. Employing GECIs during this imaging provides a cell type-
specific description of these networks throughout the course of 
seizures. Further, this mesoscale imaging can be performed repeat-
edly in the same animals, providing longitudinal access to the 
disease and its mechanisms. 

To accomplish these types of studies several methods must be 
combined. First, commercially available mice are bred to express 
activity-dependent fluorophores. At the desired age point these 
animals must undergo surgeries that permit widefield imaging: 
this usually involves a craniectomy and implant of a clear imaging 
window or coverslip, along with a headstage. These headstages 
serve as connectors to either head-fixing systems [20] or directly 
to small mobile camera systems [22]. The cranial window provides 
optical access in the awake animal, obviating the need for 
confound-inducing anesthetics that are known to affect the dynam-
ics of seizure events [20, 23]. Experimental imaging involves



carefully timed presentation of light to excite the activity-
dependent fluorophore followed by camera capture of the emitted 
fluorescence. This exciting light is often combined with multiple 
other wavelengths for hemodynamic-correction or for simulta-
neous intrinsic signal imaging, which can add complication to the 
post-processing analyses. These experiments are often performed 
with simultaneous electrophysiological recordings. The culmina-
tion of these procedures results in a rich data set that can be used 
to track neuronal activity across the brain during and across multi-
ple seizures. 
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In this chapter, we outline various applications of mesoscale 
imaging of seizures, with an emphasis on calcium imaging of bulk 
neural activity across the neocortex. This work initially began with 
imaging of intrinsic optical signals under anesthesia. A seminal 
finding [15] showed that epileptiform activity can be faithfully 
mapped with optical techniques, which provide a much better 
spatial picture of the pathological events. That work also revealed 
that a region of inhibition can be observed around seizures during 
focal neocortical events. The “inhibitory surround” had been 
detected in electrical recordings [24] but had never been observed 
in such spatiotemporal detail as a ring of inhibition. This phenom-
enon likely plays a critical role in preventing the spread of seizures 
and is thus of great clinical interest in epileptology. 

These findings highlight that important mechanisms of epi-
lepsy can be readily observed and measured with mesoscale imag-
ing. However, it was also subsequently considered that this imaging 
can be paired with other techniques, such as the voltage and cal-
cium indicators mentioned above, to provide even more clarity 
about the processes underlying seizure generation and propaga-
tion. The following sections will highlight the materials and meth-
ods used in several recent applications of these techniques, in which 
the goal is to elucidate these mechanisms that can be leveraged to 
produce better therapies for human epilepsy patients. 

2 Materials 

2.1 Experimental 

Animals and 

Genetically Encoded 

Calcium Indicators 

For mesoscale imaging of seizures, we use commercially available 
C57-background mice, though alternative strains are available and 
the options are continually growing in scope. Mating pairs can be 
obtained and bred in a short time: gestation requires ~21 days, 
litter sizes can range from 2 to 12 pups, and mating pairs will often 
re-conceive prior to weaning of the previous litter [25]. These 
features result in steady production of research animals. 

Various strains of mice are currently available. In our experi-
ments, we use Thy1-GCaMP mice, which express the calcium 
indicator GCaMP in Thy1-positive brain tissue. In neural tissue, 
Thy1 is expressed predominately in pyramidal excitatory projection



neurons [26], making these animals useful for tracking excitatory 
neural activity across the brain. To image inhibitory neuronal activ-
ity, we use a breeding strategy involving Cre-recombinase and 
conditional expression of GCaMP to Cre-positive tissue. For 
Cre-positive tissue animals, we breed mice expressing Cre in 
parvalbumin-positive inhibitory interneurons (PV cells). This 
requires a single cross of two mouse strains: one strain must express 
Cre recombinase in parvalbumin-positive tissue, and one strain 
must pass on genes that turn on expression of GCaMP in 
Cre-positive tissue. The result is that some of the offspring in 
these mice will express GCaMP in PV interneurons (see Note 1). 
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GCaMP is an activity-dependent fluorophore commonly used 
in both single cell and widefield neuroimaging [27]. The acronym 
stands for GFP (G) Calmodulin (CaM) Peptide (P). When this 
molecule binds calcium, an ion reliably recruited into neurons 
during action potential generation, GCaMP fluoresces with an 
emission wavelength around 515 nm after excitation by ~470 nm 
light [27]. This fluorophore can faithfully detect changes in neural 
excitation [28]. Since its original development in the early 2000s 
various other forms with improved kinetics, brightness, and sensi-
tivity have been invented. Different colored reporters are also avail-
able, opening the doors to simultaneous multicolor imaging of 
different cell types [29]. As mentioned above, these GCaMP mole-
cules can be expressed in particular genetically defined cells 
[30]. Regardless of the fluorophore used in an experiment, their 
application in mesoscale imaging is generally the same: light is 
applied to the brain and then the emitted activity-dependent fluo-
rescence is captured by camera. In the experiments discussed here 
we use GCaMP6f, a relatively fast GCaMP variant that provides 
sufficient fluorescence to track neural activity across the brain (see 
Note 2). 

2.2 Cranial 

Windowing 

Following animal generation, a surgery is performed to implant a 
cranial window, providing optical access to the brain, and a head-
stage used to fix the window relative to the camera during experi-
ments. We outline these surgical procedures below. These steps 
were approved by the Weill Cornell Medical College Institutional 
Animal Care and Use Committee (IACUC). 

Adult C57/BL6-background mice of 5–8 weeks age are used in 
these procedures. Animals are anesthetized with 3% isoflurane and 
maintained between 1.0% and 1.5% throughout the surgery. Body 
temperature is maintained at 37 degrees Celsius with a 
temperature-regulated heating pad (Harvard Apparatus, Holliston, 
MA). The mouse’s head is fixed in a stereotaxic frame (Kopf) and 
held level. Hair is removed from the top of the head by scissor 
trimming, and multiple betadine wipe-and-wash steps are used to 
clean the scalp. Next, an injection of 0.05 mL of 0.25% bupivacaine 
is administered under the skin and left for 2 min prior to incision.



Then sterile scissors are used to remove a region of skin at the 
center of the head. Due to our cranial window size, we typically 
use a circular skin cut of about 8 mm diameter. The skull is then 
wiped by Q-tip and lightly scraped by forceps to allow for identifi-
cation of bregma. A photo image can be taken before the craniect-
omy to allow for stereotactic injections after surgery. Next, a 
handheld drill (Osada, EXL-M40) with fine bit (Meisinger, HM1 
size 005) is used to remove a circular region of skull (8 mm). 
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Once the skull is removed, the clear cranial window can be 
implanted. Our preparation uses a polymer window (see Subhead-
ing 2.3), but the following steps can be used regardless of window 
material. The window should be sized to fit tightly within the 
craniectomy and is attached to the skull perimeter by Vetbond 
(3 M). Next, the headstage is placed on top of the animal and 
attached by Metabond adhesive cement (C&B, Parkell). A second 
photo can be taken at this time, allowing for co-registration with 
the pre-craniectomy photo so that precise Bregma coordinates can 
be used during experiments. Finally, analgesics (Meloxicam, 5 mg/ 
kg; optionally Buprenorphine, 0.5 mg/kg) are provided to the 
animal following IACUC-approved protocols. 

2.3 Cranial Window 

Construction 

Procedure 

A secure cranial window is critical for chronic imaging in awake 
rodents. In some experiments a thinned-skull preparation may be 
sufficient, but if electrode or drug access is needed to the brain, 
then a soft, penetrable film must be used for simultaneous optical 
access. Our lab uses polydimethylsiloxane (PDMS), a silicone-
based material that can be mixed in the lab (Sylgard 184 silicone 
elastomer, Dow Corning) and then used for chronic optical imag-
ing of the brain [20, 31]. A base and catalyzing component are 
mixed in a petri dish. To remove bubbles from the film the dish is 
placed in a vacuum container (see Note 3). Once the PDMS is 
hardened (~1–2 days) it can be removed and cut into appropriate-
sized pieces. For our circular windows we use an 8 mm diameter 
leather stamping tool to create perfectly circular 8 mm windows. 
These can be stored in Cidex disinfectant solution or alcohol but 
must be sterile-rinsed before implantation during surgery. Care 
must be taken to implant PDMS windows without allowing air 
under the brain; even with care, however, bubbles can form over 
the brain and impede imaging. These can sometimes be removed 
(see Note 4). 

2.4 Widefield 

Imaging Apparatus 

(Camera and 

Illumination) 

Our lab uses scientific imaging cameras (e.g., Ximea, Germany) and 
fiber LEDs (Thorlabs, USA) to perform all brain imaging. The 
animals are head-fixed on an air-supported platform (Neurotar, 
Finland). The camera is placed directly overhead and exciting 
LEDs provide light from the sides. Custom MATLAB (Mathworks, 
USA) scripts serve as our control system, coordinating the timing 
of the experiment [20]. An Arduino board, also with a custom



script, coordinates the precise timing of camera frames with appro-
priate LED strobes: for GCaMP frames, a 470 nm light is presented 
to excite the fluorophore; for oxygenated hemoglobin (HbO), a 
530 nm light is used; for deoxygenated hemoglobin (HbR), a 
610 nm light is used. 
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Electrophysiology recordings are often included in our epilepsy 
studies. These recordings are performed with glass pipette electro-
des with internal silver wire attached to a microinjector (Nanoject 
II, Drummond, PA, USA), which is placed through the soft cranial 
window and into the brain. Stereotactic coordinates, referenced 
from an atlas [32] and the images taken during surgery, can be 
used to target specific brain regions. 

The glass pipette is backfilled with a chemoconvulsant. We have 
published extensively using 4-aminopyridine and bicuculine, which 
are reliable drugs for inducing focal seizures and interictal-like 
activity in the awake rodent, respectively [19–21]. Pharmacologic 
injection of chemoconvulsants permits the creation of interictal and 
ictal foci in discrete predetermined areas of mouse neocortex. The 
electrophysiology recordings travel from brain to a headstage pre-
amplifier, then a second stage amplifier (A-M Systems, WA, USA) 
before being digitized at 1 kHz (CED Systems, Cambridge, UK) 
and sent to a computer program (Spike2, CED, Cambridge, UK) 
for monitoring and PC storage. The frame times, recorded by the 
control system and initiated by the Arduino code, are also sent to 
the electrophysiology program. This system ensures that all data 
can be compared on a millisecond-timescale in subsequent proces-
sing steps. 

3 Methods 

Seizures can be modeled with various methods. In our studies we 
usually employ chemoconvulsant drugs placed in discrete, prede-
termined areas of the neocortex to provide reliable, periodic sei-
zures or interitcal discharges in awake mice. These drugs are applied 
to stereotactic coordinates by an injecting electrode during imag-
ing. We outline here the typical experimental procedures and post-
processing steps required to examine mesoscale epileptiform 
events. We then highlight several published applications of these 
methods in the context of other mechanistic experiments aimed at 
understanding the development and spread of neocortical seizures. 

3.1 Animal and 

Electrode Preparation 

We use a Neurotar (Helsinki, Finland) head-fixing system which 
includes a small air-supported arena to provide the mouse the 
ability to walk while head-fixed. The animals are habituated to 
this environment for 20-min sessions for several days prior to the 
experiment. This habituation period decreases the animal’s stress



on the day of the experiment, minimizing potential confounds 
associated with stress responses during the study. 
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Before beginning experiments the injecting electrode should 
be prepared. These electrodes contain an internal pump and tubing 
that must be completely filled with mineral oil. Small air bubbles 
can prevent accurate injection, so care must be taken to properly fill 
and test them before beginning the experiments. At one end of the 
Nanoinject II device is a small wire electrode. We place this elec-
trode into a single-barrel glass microelectrode (50–100 micrometer 
tip opening) that has been backfilled with chemoconvulsant. 

This electrode, referenced to the animal’s skin, is attached to an 
amplifier (amplified 1000× and band-pass filtered 1–500 Hz) and 
digitized before being sent to a computer running Spike2. When 
inserted into the brain (300–500 microns below cortex surface), 
this electrophysiology channel provides the local field potential 
(LFP). The signals detected from this channel are critical to deter-
mining seizure onsets and duration, which (1) provide 
corresponding times when widefield imaging data can be analyzed 
and (2) comparison of the electrographic signature of the epilepti-
form events with cell type-specific mesoscale imaging data. Analyses 
and integration of these signals are discussed below. 

3.2 4-Aminopyiridine 

Seizures 

While spontaneous focal human seizures can arise from a myriad of 
causes and occur unpredictably, sometimes even arising from more 
than one location, it is advantageous in the laboratory to have a 
model where seizures arise from a single location in a reliable and 
replicable fashion. 4-Aminopyridine (4-AP) is a potassium channel 
blocker that, in neuronal tissue, increases action potential duration 
and neurotransmitter release (Buckle et al. 1982), and which 
induces in vivo focal seizures that arise spontaneously, i.e., not 
triggered by stimulation, and which either remain localized or 
spread throughout the brain [19, 20, 33, 34]. 

4-AP is purchased in a powder form (Sigma-Aldrich, MO, 
USA) and then mixed with sterile water. In our experiments we 
use concentrations up to 15 mM [16], though lower concentra-
tions (down to 1 mM) can reduce the probability of status epilepti-
cus in awake, non-anesthetized, rodents [20]. A small injection of 
~200 nL of 4-AP around 300–500 micrometers below the cortical 
surface will typically induce seizures within 20 min. Seizure dura-
tions generally range from 10 to 90 s, and seizures will often repeat 
several times over the course of 1–2 h. During this time, widefield 
imaging of GCaMP and intrinsic signals are simultaneously 
performed. 

3.3 Activity Analyses Custom analysis scripts are written in MATLAB. Based on events 
detected in the electrographic data, we extract the corresponding 
imaging frames from specific time periods of interest.
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The readout of activity-dependent fluorescence from GCaMP 
is slightly biased by hemodynamic changes in the brain [35]. To 
counteract these changes in the GCaMP signal we apply a formula 
for removing the bias at all timepoints, 

Ftrue tð  Þ  
Ftrue tbð Þ  = 

F tð Þ  
F tbð Þ  = 

I tð Þ  
I tbð Þ  

where Ftrue is the GCaMP signal after removing the hemodynamic 
bias at frame or timepoint t, F is the observed fluorescence, I is the 
intrinsic optical signal observed at 530 nm following 2 Hz lowpass 
filtering, and tb is the baseline time. This baseline should come from 
a period immediately prior to the start of an epileptiform event. We 
note that other methods of signal separation are used in our field 
(see Note 5). 

Following hemodynamic correction, the next step is to calcu-
late the amount of change in activity observed across the seizure 
period. In widefield imaging this must be performed on a pixel-by-
pixel basis. We measure this activity as the change in fluorescence 
over time in units of baseline activity: 

dF 
F 

= 
Ft -Fb 

Fb 

where Ft is the hemodynamic-corrected fluorescence at frame t and 
Fb is the baseline fluorescence. The resulting dF/F activity can be 
visualized across space and time during experiments. 

Seizure propagation can be derived from the imaging data 
using a variety of different analysis techniques. One option is to 
search for all pixels with dF/F crossing a set threshold. While the 
chosen threshold is arbitrary, one that we have found useful is 
defined as a fraction of the maximal recorded activity [36]. In one 
recent experiment we extracted all pixels during seizures that 
showed at least 30% of the maximal activity measured at a 4-AP 
seizure focus [20]. This simple quantification provides one measure 
of how far the seizure activity spreads across a wide area of brain 
(Fig. 1), which can be used to compare seizures between different 
conditions, such as under anesthesia vs. awake states [20]. 

Another option for measuring areal spread and propagation can 
be derived from a seed correlation technique. This method involves 
extracting the dF/F at some location, typically the seizure focus, 
and calculating the correlation coefficient (e.g., Pearson’s r)  
every other pixel in the widefield imaging data. The resulting 
coefficient values can be visualized as a spatial heatmap showing 
the degree to which all pixels correlate with the seizure focus 
(Fig. 

of  

1c). In the time domain, the dF/F signal can also be corre-
lated with the electrical signal derived from the LFP. For example, 
in the 4-AP model, seizures can initiate in one of two patterns easily 
distinguished in the LFP: low-voltage fast onsets and sentinel spike
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Fig. 1 Mapping seizure spread by change in fluorescence and correlation. (a) Electrographic and GCaMP 
fluorescence data are shown for a seizure that initiated in the right somatosensory cortex following injection of



➤

onsets. Fortuitously, both occur in human epilepsy and indicate 
that the 4-AP model recapitulates this aspect of human epilepsy 
[37]. The region of brain active during these two types of events 
can be highlighted by performing a linear correlation between the 
GCaMP signal and LFP [20]. Another method to map individual 
seizure events, adapted from electroencephalography studies, is to 
use “line length” of signals over time [38]. The line length refers to 
the sum of change of signal in a specified time window, which can 
be calculated in a moving boxcar over a time series. In the case of 
imaging data, this can be performed on each individual pixel 
throughout the seizure. After a threshold is set (e.g., 2 standard 
deviations above mean during baseline, non-seizing periods), then 
a “seizure onset” time can be determined for each pixel in the 
image (Fig. 1c) to create a two-dimensional map of where seizure 
invasion occurs across the cortex.
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One feature of mesoscale imaging is the accessibility that it 
provides into the brain. When the cranial window is penetrable 
(as in our described PDMS preparation), the imaging can be easily 
combined with electrophysiology and neurostimulation methods. 
In recent studies, we have begun using our seizure mapping meth-
ods above to evaluate how these events develop in networks of the 
neocortex. One component of the evaluation is to characterize how 
neurostimulation spreads in these networks, which can yield inter-
esting results that highlight how the identical stimulation in the 
same animal can recruit cortical activity quite differently depending 
on the location of stimulation (Fig. 1d).

Fig. 1 (continued) 4-Aminopyridine. (b) Area of seizure recruitment can be measured by the change in 
fluorescence that crosses a threshold over time. In this case, neural activity that reaches above 30% of the 
maximum activity observed at the seizure focus is shown at three different time points (i–iii), along with an 
image mask that can be used to quantify the area of seizure invasion. As can be seen, discrete nodes in 
secondary motor cortex are recruited bilaterally. (c) Seed correlation between the seizure focus or local field 
potential and all other pixels can also provide a map of recruitment strength throughout the seizure. In this 
figure, pixel correlation with the seed is calculated for the entire seizure, but segments can also be analyzed, 
as shown later in Fig. 5. Similar seizure spread maps are obtained with both methods. However, calcium 
signals can also be treated like electro-encephalogram (EEG) data to detect the onset of seizure invasion 
across the cortex. By using a moving calculation of line length (the amount of change in calcium signal in 
500 ms windows), a 2D map can be created to show where and when these line length changes cross a 
threshold to indicate seizure invasion. (d) When the seizure in panel C is considered in the context of 
neuroanatomy (neocortical brain region borders shown), it becomes clear that seizures can spread through 
distant connections just as they spread contiguously outward. We have begun using microstimulation with 
calcium imaging to probe how electrical activity propagates through particular networks. This network 
consists of primary somatosensory cortex (parietal SSp) and prefrontal cortex (prefrontal secondary motor 
cortex, MOs). Note the clear bilateral representation of the network in both the 4-AP seizure (C) and during 
microstimulation, but also the clear difference in bilateral propagation when the same stimulation is applied in 
parietal SSp versus prefrontal MOs
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These basic tools can be used to measure network activity 
propagation, as well as the spatiotemporal onset and termination 
of a variety of different compartments i.e., excitatory and inhibitory 
neurons, glia, hemodynamic signals, membrane voltage, through-
out large areas of the neocortex distributed through both hemi-
spheres. In the next section we will provide a variety of examples of 
how we have used mesoscopic imaging to gain a better understand-
ing of the way that focal neocortical seizures spread through the 
brain. 

3.4 Voltage-

Sensitive Dye Imaging 

During Anesthetized 

Seizure Activity 

Early work demonstrated that epileptic events can be measured and 
studied with intrinsic optical signal imaging [15], which high-
lighted spatially separate regions of inhibition and excitation during 
focal seizures. However, these hemodynamic signals do not directly 
report the activity of neurons. To address this, our lab employed 
voltage-sensitive dye (VSD) imaging of epileptic activity in anesthe-
tized rodent cortex. This technique uses dyes (e.g., RH-795, 
0.6 mg/mL in 0.9% NaCl saline) that can be applied to the dura 
following a craniotomy. After 45 min of exposure, the dye can be 
washed away before imaging [39, 40] and simultaneous electro-
graphic recording. 

In one study, we used this technique to analyze voltage changes 
across the neocortex during interictal epileptiform events induced 
by focal injection of bicuculine methiodide (5 mM in 165 mM 
NaCl). Mesoscale imaging was then performed with filtered light 
(530 +/- 10 nm for RH-795 dye) and an Imager 3001 camera 
operating at a frame rate of 340 Hz. Fluorescence emission was 
captured after passing through a longpass (610 nm) filter. This fast 
imaging was necessary for the rapid voltage changes observed in the 
brain, and the resultant data provides a clear description of the 
spatiotemporal propagation of interictal spikes, including rapid 
excitatory activity in the focus followed by a delayed ring of inhibi-
tion (Fig. 2). 

Fast imaging of cortical voltage changes can also be applied to 
seizures. In one study [41], a voltage sensitive dye (RH-1691 and 
1692) was applied to the exposed brain of anesthetized rodents and 
then seizures were induced with focal injection of 4-AP(15 mM, 
0.5 uL) through an injecting microelectrode. (Fig. 2). VSD imag-
ing revealed broad spatial recruitment of brain tissue immediately 
following an initial spike, in contrast to the more focal activation of 
low-voltage fast activity. During seizure evolution, VSD imaging 
showed variable directionality of individual spike-wave patterns, 
which was notably different from the classical views of slow pro-
gressive “Jacksonian march” propagation of seizures [42](Fig. 2). 
This data also revealed that a transient ring of inhibition occurred 
immediately before each excitatory burst, and that the precise onset 
of each spike-wave discharge varied from spike to spike. As opposed 
to the traditional model of seizure initiation from a single focus,



this data presents a more nuanced picture of how ictal events 
evolve. 
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Fig. 2 Voltage-sensitive dye (VSD) imaging of epileptiform activity. (a) Interictal spike induced by BMI injection, 
showing the clear spread of VSD signal over the cortex followed by a delayed ring of inhibition. (b) 4-AP often 
induces seizures that begin with a large initial spike. VSD shows the clear spatial spread of these events. (c) In  
a seizure that does not begin with an initial spike, VSD captures the small electrographic fluctuations detected 
in the local field potential, but no widespread spike occurs as in B. (d) VSD imaging during the discharges of a 
seizure show obvious changes in voltage across the cortex, but also show how these events can be somewhat 
consistent in propagation pattern during early seizure phases (i) and, later in the seizure, can vary fairly 
dramatically (ii). During the later spike-and-wave periods, even the initiation of individual waves can vary (see 
black lines that indicate the VSD wavefront along the anteroposterior (A-P) axis). (Adapted from Ref. [39, 41]) 

3.5 Intrinsic Optical 

Image Signals and 

Voltage Imaging 

during Anesthetized 

Epileptiform Activity 

Hemodynamic signals can also be measured concurrently with 
voltage changes during epileptiform activity. Their similarities and 
differences provide insight into neurovascular coupling, a crucial 
component of brain function in health and disease. In one study 
[39], bicuculine methiodide (5 mM) was injected into the neocor-
tex that had been prepared for voltage-sensitive dye and intrinsic 
optical signal imaging. Total hemoglobin and deoxygenated hemo-
globin were derived from the intrinsic signals and compared to 
changes in voltage across the cortex during interictal spikes. The 
hemodynamic signals were typically 1.5–2 times the spatial size of



the VSD signal, which is much larger compared to the signal 
changes observed by other groups in experiments that used 
somatosensory stimulation to examine neurovascular coupling 
[43]. This difference was evident even over a wide range of thresh-
olds used for detecting interictal spikes (Fig. 3). However, despite 
this hemodynamic overshoot, the signals still correlated well with 
the extent of excitatory interictal activity across multiple time points 
during the spikes, which indicates the potential for using hemody-
namic surrogates to map interictal activity in human patients. 
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Fig. 3 Voltage sensitive dye and concurrent hemodynamic imaging. (a) Images of VSD and hemodynamic 
signals showing more widespread HbR and HbT during interictal spikes compared to voltage. These 
differences were strong and constant even as threshold was varied for the interictal detection. (b) During 
seizures, VSD signals correspond well to the individual discharges observed in the electrographic recording, 
while the IOS signal slowly increases in strength before reaching a plateau. Panels below show hemodynamic 
signal (IOS) and voltage over the cortex during discharges within a single seizure. The IOS and VSD areas are 
not identical, and, like the interictal spiking, the VSD area is smaller. However, both IOS and VSD signals 
increase with time throughout the seizure. (Adapted from Ref. [39, 41]) 

Full seizures can also be examined with simultaneous voltage 
and intrinsic optical signal imaging. In one study [41], 4-AP sei-
zures were initiated in the neocortex (15 mM) of anesthetized 
rodents following preparation for VSD imaging (RH-1691 and 
1692). During the first spike of a seizure, the VSD wave propagated 
far beyond the hemodynamic signal, but then, similar to the inter-
ictal spiking data, the area of blood volume signal was larger than 
the spread of individual spike-wave discharges during the seizure 
(Fig. 3). Later, during seizure evolution, the signals overlapped but 
the VSD signal showed a clear reflection of the individual spike-
wave discharges while the hemodynamic signal increased and pla-
teaued. This data showed that, despite obvious spatial correlations, 
the hemodynamic and neural signals are separate processes that 
each possess a unique evolution during the course of a seizure. 
Finally, during seizure termination, VSD signals showed an abrupt



termination, but hemodynamic signals continued to slowly decline 
over ~8 s before returning to baseline. 
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3.6 Widefield 

Experiments to 

Compare Seizures 

Under Awake and 

Anesthetized 

Conditions 

Widefield imaging paradigms can also be used for elucidating the 
impact of anesthesia on hemodynamic and neuronal activities. Here 
we will describe techniques published in a recent study [20]  
which we examined seizure propagation in GCaMP-expressing 
mice in anesthetized and awake states. 

in  

We used the C57BL/6J-Tg(Thy1-GCaMP6f)GP5.5Dkim/J 
mouse line (Jackson Labs #024276), which expresses GCaMP in 
Thy1+ neurons. These cells are predominantly excitatory pyramidal 
cells and are accurate reporters of excitatory neuronal activity 
[26]. Following the surgical steps and preparations described 
above, we implanted large, ~5 × 7 mm cranial windows and head-
bars in these animals. After surgical recovery (2 weeks) and habitu-
ation (30-min sessions 3 days in a row) to the head-fixation 
apparatus, we performed seizure experiments by focally injecting 
4-AP through the cranial window. The animals were separated into 
two groups: in one group the experiments were performed in awake 
conditions in which the mouse was head-fixed and unanesthetized; 
in the other group the animals were anesthetized under isoflurane 
throughout the experiment. 

To ensure that seizure severity was comparable, we screened the 
lowest dose of 4-AP that could elicit repeated seizures that lasted 
over 10 s in duration with 1-min intervals between events. In the 
awake behaving state, this optimal dose was 2 mM 4-AP at volumes 
of 200 nL. In the anesthetized state, the optimal dose was 5 mM 
4-AP at the same 200 nL volume. In both groups, the local field 
potential was recorded by the injecting electrode as described 
above. Imaging was also performed to capture simultaneous cal-
cium and hemodynamic activity in the awake and anesthetized 
brain state during seizures. 

Seizures were electrographically similar between awake and 
anesthetized animals. Events began either with or without an initial 
sentinel spike and low-voltage fast activity (LVFA), with no signifi-
cant difference in durations (which were typically ~45 s), though 
the frequency of seizures was slightly higher in the awake state. For 
both types of seizure onsets there was an observable difference 
between the anesthetized and awake states. The calcium signal in 
the awake state demonstrated temporal fluctuations that more 
closely approximated the electrographic signature of the seizure as 
recorded in the LFP, as compared with the anesthetized state. This 
suggests an anesthetic-induced blunting of the calcium signal under 
anesthesia. Further differences were also observed by analyzing the 
areal extent of activation at seizure onset [36]. Taking all pixels at 
30% of maximum activity (at the focus), it was found that the 
cortical area recruited at seizure onset in the anesthetized state 
was significantly larger than the area recruited in the awake state.
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Multiwavelength imaging allowed us to examine both calcium 
(neuronal) and hemodynamic activity across the bilateral dorsal 
cortex (Fig. 4). In awake animals, the calcium signal reached a 
maximum area about 10 s after onset and then slowly decreased 
in area over the course of the seizure. Hemodynamic signals, how-
ever, showed different effects. In awake animals, increases in blood 
perfusion provided sufficient oxygenation such that the seizure 
focus was only occasionally and weakly hypoxic, while the surround 
regions were hyperperfused with oxygen. In anesthetized animals, 
on the other hand, total hemoglobin influx was blunted leading to 
an increase in deoxygenated blood, which created a more dramatic 
“epileptic dip” than in awake conditions. While previous findings 
had suggested that this “epileptic dip” in the oxygenation of brain 
tissue might serve as a tool for detecting the seizure focus [44], our 
mesoscale imaging data indicates that this dip is much weaker in the 
awake state. Thus, hemodynamic seizure localization in awake 
animals will have to rely on other signals rather than the early dip. 
As will be apparent, CBV or total hemoglobin provides a much 
more accurate mapping signal in awake animals. 

We also investigated the propagation of ictal events to the 
contralateral hemisphere. Interestingly, in congruence with the 
observed hemodynamic signal blunting, no seizure events propa-
gated contralaterally in the anesthetized mice. Meanwhile, about 
half of the awake-state seizures propagated contralaterally. Two 
patterns of spread were observed: in most of these spreading sei-
zures (6/8), activity first propagated across the ipsilateral cortex 
before appearing at a homotopic (mirror) location in the opposite 
hemisphere. In a small minority of events (2/8), the seizures spread 
throughout ipsilateral cortex before propagating contiguously into 
the contralateral cortex. We also observed that the total hemoglo-
bin signal provided a more accurate picture of the spatial spread of 
neural activity than the oxygenated or deoxygenated blood signals. 
As these latter signals are more comparable to the BOLD signals 
measured by fMRI, this mesoscale brain imaging data suggests that 
caution should be exercised when interpreting fMRI BOLD in the 
context of seizure mapping. 

Finally, we tested the theory that anesthesia-induced blunting 
of vasodilation might be the cause of the observed increased deox-
ygenated blood found under anesthesia. To test this, we injected 
dextran-conjugated fluorescein isothiocyanate (FITC-dx) in mice 
and then focally photoactivated this compound over the brain 
surface. This photoactivation of FITC-dx, performed with 
470 nm light, disrupts endothelial cells and restricts vasodilation, 
but does not impact neuronal activity [45]. 

We first recorded 3–5 seizure events in awake mice and then 
anesthetized the mice and injected 50 uL of 10% FITC-dx (in sterile 
saline) into the retro-orbital sinus. Following endothelial disrup-
tion by FITC-dx, the oxygenated blood signal was significantly
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Fig. 4 Mesoscale imaging of neuronal activity and hemodynamics in awake and anesthetized brain states. (a) 
A 4-AP seizure in an awake head fixed Thy1GCaMP mouse undergoing widefield imaging. Electrophysiology
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diminished while the deoxygenated blood signal significantly 
increased. Our overall findings suggested that the disrupted vaso-
constriction leads to a decrease in total hemoglobin, which is 
accompanied by a hypoperfusion of the brain during a seizure, 
generally mimicking the effect that was observed in anesthetized 
animals. Thus it appears that, during seizures, isoflurane anesthesia 
can inhibit the brain’s hyperemic response, causing significant dif-
ferences in neurovascular coupling between anesthetized and awake 
brain states.
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3.7 Analyses of 

Epileptiform Activity in 

Mesoscale Brain 

Networks 

One of the fundamental mechanisms whereby seizures initiate and 
propagate emerges from the breakdown of excitatory and inhibi-
tory (E/I) balance [46, 47]. In one recent study from our group 
[19], mesoscale imaging was performed using activity-dependent 
dye (Oregon Green 488 BAPTA-1 AM, Life Technologies) 
injected into neocortex. Next, seizures were initiated by 4-AP 
injected focally through a micropipette electrode as described 
above. These ictal events were spatially constricted around the site 
of 4-AP injection, which can be observed (Fig. 5) where the corre-
lation of all visible pixels is calculated relative to a seed trace at the 
injection site. 

In order to understand how breakdown of E/I balance might 
underlie seizure spread, we injected an inhibitory receptor blocker, 
bicuculline methiodide (BMI, 5 mM), into a distal (~5 mm) corti-
cal site. Thus, the experiment consisted of a focal 4-AP seizure and a 
distant region of compromised inhibition. The electrographic and 
calcium imaging data showed that two separate seizure foci were 
created that initiated nearly simultaneously in the two regions

Fig. 4 (continued) and calcium signals show the seizure development. (b) Same data as in A except the 
animal is placed under isoflurane anesthesia during the experiment. Note the broader region of brain (heatmap 
panels) that is active during the seizure. (c) Population activity of all animals and events (8 awake mice with 
17 total seizures, 7 anesthetized mice with 14 seizures). Seizures in the awake brain state show a continuous 
increase in calcium activity throughout the events, while anesthetized seizures peaked in activity around 2–3 s  
and then slowly decreased. (d) Correlation between the calcium activity and the electrographic LFP was 
significantly higher in the awake vs. anesthetized condition. (e) The area of brain recruited to seizures was 
significantly higher in the anesthetized condition compared to awake conditions. (Two-tailed unpaired t-test; 
** p < 0.01; *** p < 0.001). (f, g) An ROI-based analysis was used to examine neural and hemodynamic 
signals at varying spatial extents across the cortex in both awake and anesthetized conditions. Concentric 
rings show three different circular regions with corresponding imaging data in the lower panels. These plots 
show the calcium (neuronal), total hemoglobin (HbT), oxygenated hemoglobin (HbO), and deoxygenated 
hemoglobin (HbR) observed during the seizures. In both brain states, the seizure induces a clear increase in 
calcium and HbT. However, in the awake condition (f), note the increased HbO signal and decreased HbR 
signal, indicating hyperoxygenation in the seizure surround. In the anesthetized condition (g), we observe 
relatively higher HbR signal compared to HbO, indicating an “epileptic dip” in tissue oxygenation. (Adapted 
from Yang et al. [20])



(Fig. 6). Seed correlation maps demonstrated that the two foci 
correlated with localized brain tissue ~2 mm from each focus.
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Fig. 5 Widefield seizure imaging. (a) This image shows the field of view from an experiment in which a 
4-Aminopyridine seizure is initiated in neocortex (at site of red square) in an anesthetized rat by an injecting 
electrode. Colored squares represent pixel sites where activity was sampled for the traces in B. (b) Calcium 
activity is measured as change in fluorescence relative to pre-seizure baseline and plotted here to show the 
evolution of an individual seizure. Local field potential, measured at the red square in A, is shown at bottom. (c) 
The activity traces for all pixels are compared with the trace measured at the injection site (red square) at 
12 different time points during the seizure. The 12 corresponding correlation maps are shown as heatmaps 
with values representing Pearson’s correlation coefficient. (d) The correlation of all pixels throughout the 
whole seizure is also shown relative to a seed at the seizure focus. Note that in this preparation the correlation 
of pixel activity, panels in C-D, compared with the seizure focus, depends primarily on the distance from that 
focus. (Adapted from Liou et al. [19]) 

Widefield imaging also presented the opportunity to test 
whether a secondary focus can develop in contralateral homotopic 
cortex (a mirror-opposite site in the brain). To examine this, our 
group used the same paradigm of 4-AP seizure initiation but then 
placed the BMI pipette at the same anteroposterior position but in 
the opposite hemisphere. Interestingly, in this configuration, no 
secondary focus developed, which can be seen in the LFP and 
calcium traces shown in Fig. 6e; the seeded correlation maps also 
demonstrate this difference. This imaging data, which we con-
firmed with multiunit recordings, indicates that cross-callosal con-
nections are not as effective as ipsilateral connections for recruiting 
a secondary ictal focus in this seizure model.
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Fig. 6 Widefield imaging of a dual-focus seizure and failure of contralateral propagation. (a) Image of brain and 
schematic locations of the 4-AP and BMI injection sites. Electrodes were used to inject as well as record 
electrographic data. (b) Local field potential and calcium data from the sites shown in A, which demonstrate 
seizure development at both regions, indicating the creation of a second ictal focus at the BMI site. (c) 
Correlation coefficient maps were created by calculating correlation relative to the seed locations for 4-AP and 
BMI injections shown in panel A as red and blue squares, respectively. Note that a second seizure focus 
developed at the BMI site, though the activity was not strongly correlated between the two foci. (d–f) Same 
layout of data as A-C except that the BMI injecting electrode was placed at mirror-opposite position in the right 
hemisphere of the brain. Panel E shows that, unlike ipsilateral BMI injection, the contralateral BMI injection 
only shows interictal spikes and no contralateral propagation of the 4-AP seizure. The difference between the 
two hemispheres can also be appreciated by the seeded correlation maps in F, where both hemispheres show 
only ipsilateral correlation. (Adapted from Liou et al. [19]) 

This data highlights how seizure propagation patterns can be 
informed by brain connectivity. More recently, we have begun to 
examine similar questions in a seizure network paradigm in which 
we explore the impact of long-range projections on seizure spread. 
Following the protocol listed in our Methods above, we bred mice 
to express GCaMP in either excitatory (Thy1+) or inhibitory (PV+) 
cell types, and then implanted soft PDMS cranial windows at age 
8 weeks. These windows were 8 mm in diameter, permitting a wide 
field of view over both hemispheres. We next injected bicuculline 
methiodide (BMI, 5 mM in 0.9% NaCl, 50–150 nL) into a subre-
gion of primary somatosensory cortex (S1) that is monosynaptically 
connected with ipsilateral secondary motor cortex (M2), as well as 
contralateral S1. 

Electrographic data showed that, on average, individual inter-
ictal spikes propagated from the S1 focus first to ipsilateral M2 
(iM2), then to contralateral M2 (cM2), and finally to contralateral 
S1 (cS1). Similarly, we observed higher amplitude interictal spikes 
in iM2, followed by cM2, and finally cS1 (Fig. 7) This was
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Fig. 7 Epileptiform activity mapping in an anatomical network. (a) An anatomical network was selected after 
browsing the viral tracing experiments in the Allen Institute’s brain atlas. The chosen S1-M2 network consists 
of a subregion of primary somatosensory cortex (SSp-bfd, shortened to S1), its contralateral counterpart (cS1), 
and ipsilateral secondary motor cortex (MOs, labelled iM2 here). Ipsilateral ventral posteromedial nucleus 
(VPM) is also strongly connected to S1 but cannot be imaged in the widefield paradigm. This network also 
highlights a di-synaptic site, contralateral M2 (cM2). We consider it di-synaptic because the tracing experi-
ments do not show direct connection with iS1, but it is well connected with cS1 and iM2. The amplitude of 
spikes is strongest in the focus, followed by iM2, then cM2, then cS1. (b) Interictal spiking was induced in iS1 
by focal application of bicuculline methiodide (BMI, 5 mM) through an injecting electrode. Electrodes were 
placed in the other three neocortical nodes and interictal spike propagation was measured across the brain. 
(c, d) Interictal spike amplitude (maximal voltage recorded per spike) and propagation delay time were 
measured. The spikes were detected on all electrodes and their onset was determined to be the time of 
maximum slope (peak of first derivative of the voltage trace). This onset was compared with the onset 
detected at the interictal focus in iS1 to measure the delay of the propagating interictal spike. We observed 
that, in this S1-M2 network, interictal spikes propagate bilaterally, initiating in S1 and then propagating, on 
average, to iM2, then cM2, and finally cS1. Interestingly, in both the amplitude and delay data, it seems that 
cM2, despite being a di-synaptically connected brain site, is more involved in interictal spikes than cS1, a 
brain site connected monosynaptically to the interictal focus. This electrographic characterization led us to 
probe the network with cell-type-specific imaging. Statistical comparisons are shown using one-way ANOVA 
with a post hoc Tukey-Kramer test: *p < 0.05, *** p < 0.001. Outlier values are shown with “+” symbols. 
(Adapted from Luo et al. [21])



somewhat surprising given the direct monosynaptic connections 
between ipsilateral and contralateral S1. We next performed wide-
field imaging and found that excitatory Thy1+ cell activity recapi-
tulated this amplitude pattern: GCaMP signals were strongest in 
iS1, followed by iM2, then cM2, and finally cS1 (Fig. 8). However, 
when we performed imaging of PV+ cell activity, we found that the 
amplitude of cS1 was, on average, higher than the amplitude of 
cM2. In other words, the excitatory cell activity was relatively 
stronger in cM2, while inhibitory cell activity was relatively stronger 
in cS1. In agreement with this, we observed a significantly higher 
participation rate of PV+ cells in cS1 versus cM2 compared to 
Thy1+ cells. This finding suggests that cross-callosal projections 
in sensory cortex may preferentially innervate inhibitory cells in 
contralateral cortex, whereas cross callosal connections in motor 
cortex may be excitatory a principle of seizure networks that was 
previously proposed by in vitro work [48]. If this principle exists in 
human seizure networks then it could potentially be leveraged to 
prevent bilateral spread of seizures.
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3.8 Analyses of Glial, 

Hemodynamic, and 

Neuronal Activity 

In addition to neuronal activity, mesoscale imaging can be used to 
probe the relationship between hemodynamic responses and glial 
cell activity. Both glia [49–51] and neurovascular coupling changes 
[15, 17, 39, 52] have been implicated in seizure initiation. Various 
studies have also reported that glial activity is critical for neurovas-
cular coupling and may also be important in seizure spread [53– 
55]. To explore this three-way interaction, our lab recently studied 
how focal seizures affect hemodynamic, glial, and neuronal activity 
during widefield imaging [33]. 

We applied the calcium indicator Oregon Green 488 BAPTA-
1AM (OGB-1, Life Technologies) by convection enhanced delivery 
to bulk load the neocortex [18] of anesthetized adult Sprague-
Dawley rats. The OGB-1 solution was created by diluting 50 ug 
of OGB-1 in 5 uL of artificial cerebral spinal fluid (ACSF). This 
solution was then injected by a glass electrode (50–100 um diame-
ter opening) inserted 1 mm below the brain surface using a WPI 
micropump at 100 nL/min. A volume of 8 microliters of OGB-1 
solution was sufficient to permit calcium imaging across a 5 × 8 mm  
craniotomy. 

In separate animals, glial astrocyte activity was imaged follow-
ing topical application of the calcium indicator Rhod-2 AM, which 
selectively labels astrocytes [56, 57]. The dye solution was created 
by diluting 50 ug of Rhod-2 in 5 uL of DMSO-F127 and then in 
50 uL of ACSF. Next, a well was created by excreting a small rim of 
silicone glue around the margins of the skull craniotomy. The dye 
was then topically applied and allowed to permeate the brain sur-
face for 90 min, after which a solution of ACSF was used to wash 
away any unbound dye. Note that genetically encoded calcium 
indicators are now available to target these same cell types (see 
Note 6).
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Fig. 8 Mesoscale network imaging of excitatory and inhibitory activity during interictal spikes. Following upon 
electrographic results, we applied widefield calcium imaging to Thy1-positive excitatory (a–d) and 
parvalbumin-positive inhibitory (E-H) cell types. A and E show electrographic (black trace) data recorded 
from the interictal focus where BMI was injected. Brain images are shown with squares demonstrating pixel 
regions where calcium activity traces are shown for iS1 (red), iM2 (blue), cM2 (cyan), and cS1 (pink). Heatmap 
shows the correlation coefficient (Pearson’s r) calculated for all pixels relative to the interictal focus at iS1. 
Note the clear correlation of iM2, and weaker but still apparent correlation in cM2 and cS1. (b, c) Widefield 
imaging frames (taken every 33 ms) showing the change in fluorescence occurring during spikes highlighted 
in A (red boxes). Note that the larger spike clearly propagates to all network nodes, while the smaller spike (c) 
remains mostly focal. Panels E-G show the data in the same format but for inhibitory PV cell activity. Calcium 
signals were taken from each detected interictal spike and shown in panels (d, h) for the two cell types. iS1 
showed the strongest activity, as expected, followed by iM2. Interestingly, in Thy1 excitatory cell activity, we 
observed significantly stronger cM2 activity vs. cS1; meanwhile, in PV excitatory cell activity, we observed 
significantly stronger cS1 activity vs. cM2. This difference suggests that cross-callosal neurons projecting 
from iS1 to cS1 may synapse preferentially on interneurons, while cross callosal neurons from iM2 to cM2 
may synapse preferentially on excitatory neurons. This hypothesis is supported by recently published histology 
and electrophysiology data [74] and other evidence suggesting varying amounts of feedforward inhibition 
along the anteroposterior axis in contralateral neurons during bilateral seizure propagation [48]. (Adapted from 
Luo et al. [21])
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OGB-1 was imaged with a 470 nm illumination and a 
510 long-pass filter; Rhod-2 was imaged with a 530 nm illumina-
tion and 560 nm long-pass filter. Cerebral blood volume was 
measured by application of higher wavelength lights in both 
groups. Seizures were then induced by focal application of 4-AP 
through an injecting electrode placed 300–500 μm below the 
somatosensory cortical surface using a Nanoinject II injector. The 
electrode measured neural activity, which was bandpass filtered 
(1–500 Hz) using a Grass amplifier and then digitized by a CED 
Power 1401 before being recorded on a PC running Spike2 soft-
ware. This configuration allows one to measure the electrographic 
events with concurrent imaging of astrocytic or neuronal activity. 

The main goal of this study was to determine the differential 
roles of neurons, glial, and the pattern of neurovascular coupling 
during focal-onset seizures (Fig. 9). Using custom programs (writ-
ten in MATLAB), we processed the imaging and electrophysiology 
data to examine and compare the time courses of these signals. 
First, to increase signal-to-noise ratios, we performed spatial 
smoothing (with a two-dimensional Gaussian function with 
sigma = 6 pixels). The neural imaging data was then high-pass 
filtered with a 1-Hz cutoff. The fluorescence activity was computed 
relative to baseline as described above (dF/F), using a baseline 
period when no epileptiform activity was seen in the electrode 
recording. 

The onset and termination times of the seizures were defined 
separately for the LFP, neuronal, and glial activity traces as the 
moment when the signal crossed over and then returned past 
3 standard deviations above the baseline (see Note 7). Our data 
showed that glial activation during seizure onsets was notably 
delayed, lagging both the hemodynamic and neuronal activity 
changes at seizure initiation. To quantify spatial spread, a seed 
trace correlation method was applied. The seed trace was taken 
from a region of interest in which the activity waveform closely 
resembled the electrographic signal (the 4-AP injection site where 
seizures were generated). Correlation coefficients were calculated 
between this seed trace and all the other pixels in the field of view, 
allowing creation of a heat map of these values. To quantify the 
spatial spread of the seizure, the maximal correlation was deter-
mined and a value of 50% of this peak number was used as a 
threshold. Any pixels with a correlation above this 50% cutoff 
were considered to have been invaded by the seizure. Similar to 
the onset timing, the glial wave was poorly correlated with the 
spatial and temporal development of the seizure and ended prior 
to the termination of neuronal or hemodynamic activity. 

One advantage of widefield imaging is that the experimenter 
has broad access to the cortex during experiments, allowing for 
chemical manipulations. For example, to assess the importance of 
ictal glial waves glial activity during seizures, we applied the glial-



specific inhibitor fluoroacetate (FA) to prevent glial activity. This 
toxin is an established astrocyte-specific inhibitor [ , ], so this 
blockade did not directly impact either neuronal or hemodynamic 
activity. FA was applied after calcium dye staining but before 4-AP 
injection. After blocking glial activity, seizure activity appeared 
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Fig. 9 Neurovascular coupling of glial and neuronal activity during focal seizures. (a) Mesoscale imaging of 
neuronal calcium activity and cerebral blood volume (CBV) measured at three sites over the dorsal cortex. 
Colored squares indicate pixel regions for calculating dF/F of imaging signals below. Black trace shows the 
electrographic seizure at the 4-AP seizure focus. (b) Time of onset detected in neuronal and hemodynamic 
signals relative to the electrographic seizure onset, calculated at each pixel to create the heatmap. Note the 
large delay in CBV versus neuronal signal in both the traces and the heatmaps. (c, d) Data presented in same 
format as A-B but for glial cell imaging following Rhod-2 application. Note the large delay in glial activity 
relative to CBV and much larger delay in the traces and heatmaps. (e) Onset time quantified over multiple 
seizures and animals. Glial activation was significantly delayed relative to both hemodynamic and neuronal 
onsets ( p < 0.001). Hemodynamic signals were significantly delayed relative to neuronal activation 
( p < 0.001). (f) Areal recruitment across two seizures. Top panel shows a seizure during neuronal calcium 
imaging and hemodynamics. The bottom panel shows areal recruitment during glial cell imaging with 
hemodynamics. Note the spatial match between neuronal and hemodynamic recruitment while glial activation 
showed a very broad and steep increase followed by decrease. (g) Summary of area recruited during seizures 
across all animals and events. As in panel F, glial activation was more spatially broad while the neuronal and 
hemodynamic signals were more well correlated. Statistical significance comes from a one-way ANOVA 
followed by a Tukey-Kramer post hoc analysis (* p < 0.01, *** p < 0.001). (Adapted from Baird-Daniel et al. 
[33])



unaffected as recorded with the LFP and OGB-1. Likewise, the 
simultaneously measured intrinsic optical signals also showed an 
intact hemodynamic response (Fig. 10). Importantly, the ampli-
tudes of these signals and the seizure durations were also 
unchanged. This data indicates that glial activity was not essential 
either for seizure activity or ictal hemodynamic coupling.
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Fig. 10 Pharmacological tests during mesoscale imaging. The results from our imaging of glial, neuronal, and 
hemodynamic activity suggested that glial responses are significantly delayed and more widespread. To test 
whether glial cell activity is important for seizure initiation and propagation, our group used the glial cell 
inhibitor fluoroacetate (FA) to block this response. (a) Electrographic, glial (Rhod-d), and hemodynamic activity 
measured during widefield imaging following FA application demonstrates an abolished glial response but 
intact electrophysiological and hemodynamic seizure response. (b) Neural and hemodynamic heatmaps show 
the seizure is largely similar to conditions without FA application (Fig. 9). (c) The glial cell activity amplitude 
(dF/F) was reduced to nearly zero following FA application, while control (no FA) conditions showed clear 
seizure-related responses. (d) Neuronal and hemodynamic area of seizures remained similar following FA. (e) 
Electrographic seizure duration was roughly similar between FA and control seizures, as was hemodynamic 
amplitude (f) and duration of significant hemodynamic change (g). These analyses show that glial cell activity 
is not critical for seizure onset in the 4-AP model. Overall, these data demonstrate the utility of widefield 
imaging for examining how different components of brain activity can be manipulated to determine their 
relative importance in the development of seizures. (Adapted from Baird-Daniel et al. [33]) 

Taking further advantage of our widefield paradigm, our group 
then asked the question whether gap junctions, which are required 
for glial waves, influenced seizure activity. Gap junctions are small 
intercellular channels that form a syncytium of connected cells. In 
this experiment, the gap junction blocker, carbenoxolone (CBX,



100 uM), was applied to the cortical surface prior to the 4-AP 
injection. Following CBX application, seizures persisted, as in the 
prior set of experiments, but the amplitude of the glial wave was 
significantly reduced. Thus, functional gap junctions did not appear 
to be necessary for seizure onset and propagation but were neces-
sary for the glial wave associated with seizures. 
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In a final test of glial-related activity during seizures, we 
blocked neuronal activity by applying the sodium channel blocker 
tetrodotoxin (TTX, 2uM) before 4-AP injection. The OGB-1 cal-
cium and electrographic activity were both abolished, as expected. 
More interestingly, the activity of glial cells was also nearly abol-
ished, and significantly lower than in control conditions. Thus, the 
onset and spread of the glial wave during seizures appears to be 
triggered by neuronal activity and nonessential for ictal activity and 
for hemodynamic coupling. 

3.9 Conclusion Understanding seizure generation and spread is critical to develop-
ing new treatments for human epilepsy. Widefield imaging is a 
powerful tool that allows researchers to examine neuronal, hemo-
dynamic, and electrographic data simultaneously during seizures in 
a controlled laboratory environment. Some of the major findings 
using these techniques are described above, such as the significant 
role that anesthesia can play in affecting neural responses and 
neurovascular coupling across the cortex during seizures, and the 
different activity patterns of glial and both excitatory and inhibitory 
neurons at distant sites in the brain. These studies also highlight 
some the various ways in which the method of widefield imaging 
can be leveraged to not just track neuronal and nonneuronal activ-
ity during seizures, but also how amenable the preparation is to 
mechanistic experiments such as application of pharmacologic ago-
nists and antagonists, anesthetics, and drugs that can disrupt vascu-
lar reactivity. As bioengineers continue to develop faster and better 
imaging sensors, particularly genetically encoded fluorophores, 
novel experiments will provide even more opportunities for meso-
scale imaging. For example, researchers have begun using multi-
color fluorophores to report neuronal vs. neurotransmitter activity 
across the cortex [29, 60], a paradigm that in the future may 
provide better understanding of how different cell types and che-
micals may permit or inhibit seizures in awake animals. These 
techniques may be particularly useful in evaluating network-
oriented treatments of epilepsy that involve neurostimulators 
[61–64], surgery [65, 66], or focal gene therapy [67–70], in 
which mesoscale effects should be considered and analyzed.
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4 Notes 

1. Many strains of mice are available, worldwide, from commercial 
breeders and individual investigators. Genotyping, either 
in-house or from commercial services like Transnetyx, is impor-
tant to ensure the desired animal type (mutant) is being used in 
experiments. 

2. While GCaMP variants may be sufficient for most widefield 
imaging, care must be taken to verify that adequate fluores-
cence is attainable when the fluorophore is genetically encoded. 
For example, if the fluorophore is only expressed in a very small 
percentage of cells then a stronger excitation light may be 
required. 

3. Many bubbles are introduced to the fluid during elastomer 
mixing. The vacuum chamber is critical because the bubbles 
will not rise out in normal atmospheric pressure conditions. 
The petri dish holding the PDMS must be kept level, which can 
be accomplished with a two-dimensional leveler placed inside 
the chamber. Leveling the chamber can be performed by plac-
ing shims at appropriate locations under the container. 

4. The best way to prevent bubbles forming between the film and 
brain is to implant the PDMS without allowing any air to 
remain under its surface by gently pressing on the film as 
vetbond is applied to the margin. In some cases, however, the 
brain may separate from the PDMS (possibly due to the brain 
recovering from inflammation during the surgery) and create a 
space between the PDMS and dura. We have solved these 
situations by injecting a small amount of sterile saline (under 
anesthesia) through the PDMS film. In some cases we have 
used two micropipette tips inserted into the PDMS: one tip 
allows air to escape while the other pipette tip is used to inject 
sterile saline. If a small bubble of air remains it can often be 
pushed away from the field of view by gently pressing the 
PDMS with a Q-tip. 

5. GCaMP imaging depends on exciting fluorophores in tissue 
and capturing their emission. Both stages of this process can 
involve absorption by the tissue, creating a situation in which 
the collected emitted light contains a mixture of signals. In the 
brain, it is known that oxygenated and deoxygenated blood are 
two major sources of this mixture, and our lab uses the Beer-
Lambert law to correct for these. Some other groups will 
simply use a violet wavelength (405 nm) interleaved with the 
470 GCaMP exciting light; this 405 wavelength is isosbestic 
for GCaMP, which means that the emitted fluorescence is not 
activity dependent, thus providing a calcium-independent 
baseline that can be subtracted from the observed GCaMP
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imaging frames [71, 72]. Our group prefers the hemodynamic-
oriented correction method because it is based in known signal 
sources. 

6. Astrocytic calcium imaging can be performed in mouse expres-
sing genetically encoded fluorophores as well. See, for example, 
Jackson Laboratory mouse strain #029655: Aldh1l1-Cre/ 
ERT2 BAC transgenic mouse (donated by Baljit Khakh, 
UCLA), which provide a Cre-inducible platform for expressing 
fluorophores specifically in astrocytes. 

7. Using standard deviation cutoffs is a common method for 
determining when a signal reaches a value above a baseline. 
However, there may be times when weak signal changes are still 
of interest. In those cases, taking the cross correlation of two 
activity traces can more accurately capture small events [73]. 
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Chapter 12 

Mesoscale Imaging of Stroke 

Adam Santorelli, Colin T. Sullender, Christopher Smith, 
and Andrew K. Dunn 

Abstract 

Preclinical research allows neuroscientists and engineers to investigate both physiological effects of stroke 
and the subsequent recovery, as well as design, test, and optimize novel imaging methods and devices. 
Anesthesia is widely used to help sedate animals; however, the use of anesthesia has been shown have 
systemic effects on neuronal and vascular function. Thus, awake imaging in rodents has gained popularity. 
Specifically, awake imaging for stroke enables a better understanding of the process of ischemic stroke 
formation, the mechanisms of neuronal death, and the subsequent recovery period. In this protocol, we 
provide a guide on the development of a laser speckle contrast imaging system that allows for the 
implementation of a novel dual-modality system that allows for awake imaging and a targeted photothrom-
bosis method. Laser speckle contrast imaging (LSCI) is a label-free optical imaging technique that can 
provide continuous full-field images of the blood flow dynamics of the cortical surface. We harness this 
technique to provide continuous monitoring of the vasculature of the cortex to allow for user-defined 
targeted regions for photothrombosis in awake mice. Furthermore, we show how the system can be used 
for chronic awake imaging of stroke mice to assess the revascularization of the infarct region. 

Key words Cerebral blood flow, Optical imaging, Laser speckle contrast imaging, Multi-exposure 
speckle imaging, Neurosurgery, Awake stroke imaging 

1 Introduction 

The transition to fully awake imaging eliminates the systemic effects 
of general anesthesia. Anesthesia is widely used in preclinical neu-
roscience research to sedate animals while imaging despite systemic 
effects on neuronal and vascular function [1]. Isoflurane has been 
shown to reduce excitatory synaptic transmission [2], impair oxy-
gen autoregulation [3], suppress the magnitude and speed of neu-
rovascular coupling [4], and cause abnormal increases in cerebral 
blood flow (CBF) [5, 6]. Isoflurane has also been shown to convey 
neuroprotective effects that may reduce the severity of ischemic 
lesions [7, 8] and suppress the occurrence and frequency of spread-
ing depolarizations [9]. These effects can mask the benefits of
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neuroprotective agents and potentially impact the outcomes of 
long-term studies [10, 11]. Additionally, the use of different gen-
eral anesthetics (urethane vs. isoflurane) can lead to conflicting 
vascular measurements [12–14].
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Laser speckle contrast imaging (LSCI) is a full-field, label-free, 
optical imaging technique that can provide continuous maps of 
blood flow; thus, it can be used in an extensive number of applica-
tions across neuroscience, dermatology, dentistry, and ophthalmol-
ogy [15, 16]. Studies have covered research topics such as 
monitoring CBF during ischemic stroke induction [17], chronic 
monitoring of the vasculature remodeling after stroke induction 
[9, 18, 19], investigating the effects of isoflurane-based vasodila-
tion [20], and studying the impact of obesity on CBF [21]. There 
have also been advancements in research to integrate speckle con-
trast measurements within a surgical microscope for intraoperative 
use [22, 23]. 

Multi-exposure speckle imaging (MESI) was developed as an 
extension of LSCI to provide a more robust estimate of the corre-
lation time constant (τc), ultimately allowing for accurate chronic 
monitoring of vascular blood flow. MESI requires collecting LSCI 
images over a wide range of camera exposure times to properly 
sample the underlying flow dynamics. While the complexity of the 
MESI hardware has been challenging to integrate into a clinical 
setting [23], MESI has been used for a wide array of in vivo mouse 
studies. MESI can create flow maps, commonly using the Inverse 
Correlation Time (ICT, 1/τc) as a quantifiable metric to represent 
flow, thus creating ICT maps, over the entire region of interest 
(ROI) that is being imaged. MESI is noninvasive (once a cranial 
window has been implanted), and does not require any dye injec-
tion, thus we are able to perform continuous imaging both during 
the stroke induction and any chronic imaging during the 
subsequent recovery period, the repeated measurements do not 
induce any unneeded stress on the mouse. 

Animal models of ischemic stroke are extensively used to study 
the mechanisms of neuronal death and recovery and to perform 
preliminary testing on neuroprotective interventions. While there 
are numerous techniques for inducing focal ischemia, the majority 
rely upon occlusion of the middle cerebral artery (MCA) and its 
branches. The MCA is the largest cerebral artery in the brain and 
the most common vessel involved with human ischemic events 
[24]. The models that can most reliably reproduce the lesions and 
pathophysiology of human stroke (e.g. ischemic core and penum-
bra) offer the best experimental platforms for preclinical research. 

Intraluminal MCA occlusion (MCAo) is the most widely used 
technique and is performed by introducing a monofilament suture 
into the internal carotid artery to block blood flow to the MCA 
[25]. This model is capable of inducing both permanent and tran-
sient focal ischemia similar to that of human stroke and does not



require craniotomy. The procedure results in large-scale infarct 
volumes (21–45% of ipsilateral hemisphere) that most closely 
resemble malignant infarction in humans [26]. However, the 
majority of human strokes are much smaller in size (4.5–14%) 
[26, 27], making traditional MCAo a poor model for studying 
recovery at a similar scale. 
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The photothrombosis model of stroke induction uses intravas-
cular photooxidation to generate well-defined cortical lesions 
[28]. Photosensitive dyes such as rose bengal are injected intrave-
nously and irradiated with light to produce singlet oxygen, which 
causes localized endothelial damage initiating platelet aggregation 
and thrombus formation [29]. Rose bengal has been extensively 
utilized as a photothrombotic agent [30, 31] and has well-
characterized pharmacokinetics with fast clearance from the body 
[32]. A significant advantage of the photothrombotic model is the 
ability to stereotactically control the position and size of the infarct 
to target specific functional regions. However, the technique results 
in rapid vasogenic edema, which is thought to restrict the develop-
ment of the ischemic penumbra and local reperfusion [26]. 

A digital micromirror device (DMD) is an optical semiconduc-
tor device that consists of a two-dimensional array of thousands of 
individually addressable mirrors that can be tilted to spatially mod-
ulate light. The DMD offers a new method for targeted photo-
thrombosis that allows for increased control over the stroke 
induction process compared to conventional techniques that only 
illuminate a single focal volume. Entire vessels, arbitrarily shaped 
regions, or even multiple locations can be simultaneously occluded 
by using the DMD to pattern the irradiating light. By specifically 
targeting vessels, collateral photooxidative damage to the sur-
rounding tissue can be minimized. 

The elimination of anesthesia from neuroimaging experiments 
has grown increasingly popular in recent years with two primary 
strategies taking the forefront. The first is the use of head-mounted 
miniaturized components [33–35]. While this technique allows for 
freely moving tethered imaging, it requires extensive optical engi-
neering, increasing the complexity and associated costs, addition-
ally, it introduces significant motion artifacts caused by normal 
animal behavior [34]. The second strategy, which is implemented 
in this chapter, permits the use of existing imaging platforms and 
involves restraining the animal’s head while positioned on a tread-
mill [4, 36–39] or confined in a small chamber [40]. This technique 
allows for walking or running in place while minimizing motion of 
the head and imaging region. 

The procedure in this protocol can be summarized as follows; 
first, a chronic cranial window, with an attached headbar, must be 
implanted in the mouse subject; secondly, the imaging and 
targeted-stroke induction system must be modified to allow for 
awake imaging, this includes the integration of a low-profile



continuous belt treadmill and the optics required for the MESI 
system and DMD-targeted photothrombosis. Finally, we outline 
the process to simultaneously collect blood flow images from awake 
mice during the stroke induction, and the subsequent recovery 
period, including details for chronic imaging to assess recovery. 
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2 Materials 

2.1 Cranial Window 

Implantation 

1. Use medical air vaporized isoflurane (2.0%) via nose-cone 
inhalation to anesthetize the mouse. 

2. Use a feedback heating pad (such as DC Temperature Control-
ler, FHC) to maintain body temperature at 37 °C. 

3. Monitor vital signs via pulse oximetry (MouseOx, Starr Life 
Sciences). 

4. Place the mouse in a head-fixed stereotaxic frame (Narishige 
Scientific Instrument Lab) and administer carprofen (5 mg/kg, 
subcutaneous) for anti-inflammation and dexamethasone 
(2 mg/kg, intramuscular) to reduce the severity of cerebral 
edema following removal of the skull. 

5. Sterilize all tools and the artificial cerebrospinal fluid (ACSF, 
buffered pH 7.4) in an autoclave. 

6. Shave and resect the scalp to expose skull between the bregma 
and lambda cranial coordinates. Apply a thin layer of cyanoac-
rylate (Vetbond Tissue Adhesive, 3 M) to the exposed skull to 
facilitate the adhesion of dental cement. 

7. Using a dental drill, (0.8 mm burr, Ideal Microdrill, Fine 
Science Tools) remove a 2–3 mm diameter portion of the 
skull over the frontoparietal cortex while leaving the dura 
intact. Ensure regular ACSF perfusion to prevent overheating. 

8. Place a 5 mm round cover glass (#1.5, World Precision Instru-
ments) over the exposed brain. 

9. Deposit a dental cement mixture along the perimeter while 
applying gentle pressure to the cover glass. This process 
bonds the cover glass to the surrounding skull to create a 
sterile, air-tight seal around the craniotomy and allows for 
restoration of intracranial pressure. 

10. Align the circular cutout in the headbar with the cranial win-
dow and rotate it laterally until parallel with the cover glass. 
This ensures that the cranial window will be perpendicular to 
the imaging system’s optical axis when the animal is restrained 
in the awake imaging setup. 

11. Apply dental cement around the headbar to permanently 
attach it to the animal’s skull.
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12. Apply a second layer of cyanoacrylate over the dental cement to 
further seal the cranial window (see Note 1 for additional 
details). 

2.2 Awake Imaging 

Treadmill System 

The design of the awake imaging treadmill system is based on 
[39, 41], and allows for one-dimensional self-propelled movement. 
This low-profile system allows for ease of use with most optical 
systems designed in labs. Additionally, this system minimizes 
motion artifacts due to vertical variations that were encountered 
with the foam wheel treadmill design. The mouse was restrained by 
fixing the head plate into the holder. 

Materials 

1. Four 25 mm square optical construction rails (Thorlabs 
XE25L09). 

2. Two ½″ diameter posts (Thorlabs TR12). 

3. Two right-angle mounts for ½″ diameter rods 
(Thorlabs RA90). 

4. Two ½″ diameter brass or steel rods to act as headplate bars 
(custom machined for holding headplate; schematic available at 
http://github.com/blinklab). 

5. Two 2–56 screws for attaching headplate to brass rods. 

6. One 1.5″ wide black polyester ribbon flat belt (Creative Ideas 
GRO1102-030). 

7. Two sets of LEGO tires and axles (front and rear roller) that are 
0.25″ and 0.375″ respectively. 

8. Vero Black, for 3-D printing the main body (Janelia Labs, 
J005549 NRB Main Body schematic). 

Construction 

1. Form the base of the treadmill using four optical construction 
rails (Fig. 1), which allows for integration with the optical table 
and optical components. 

2. Print the main body of the treadmill using a high-quality 3-D 
printer. 

3. Screw the main body of the treadmill into the optical rail 
housing. 

4. Integrate the LEGO tires and wheel with the main body of the 
treadmill. 

5. Wrap the ribbon belt across the wheels to form the flat belt that 
will allow for self-propelled motion.

http://github.com/blinklab
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Fig. 1 Photographs of the awake imaging system showing the (a) low-profile, 
self-propelling belt treadmill, with (b) a close-up of the pulley system, and (c) a  
mouse placed under the optical imaging system with its head-restrained on the 
belt treadmill using the permanently attached headbar 

6. Screw the two ½″ diameter Thorlabs posts into the optical rails, 
approximately centered over the midpoint of the treadmill. 

7. Place one right-angle mount on each post, about 1½″ above 
the surface of the treadmill, so that the headplate bars can be 
passed through the mounts and meet above the treadmill. 
Adjust the right-angle mounts until the headplate bars can 
hold a headplate without straining the metal. Rotate the head-
plate bars so that they are at a known angle relative to the 
surface of the vibration isolation table. Also make sure that 
this angle will hold the mouse’s head in a reasonable position 
(see Note 2 for treadmill maintenance). 

2.3 Optical Imaging 

Setup Requirements 

A detailed explanation of the design, requirements, and implemen-
tation of the MESI system has been reported previously [42]. Here 
we include the modifications necessary for the targeted stroke 
induction (Fig. 2). 

1. Stroke induction laser: Use a continuous wave green laser 
(typically 532 nm such as the 200 mW AixiZ LLC) to induce 
the targeted photothrombosis (when coupled with rose bengal
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Fig. 2 A detailed schematic of the dual modality system that includes the MESI system and the DMD targeted 
stroke systems 

dye). The packaged diode laser has a 2 mm collimated output 
that operates at a fixed current with convection cooling. 

2. Use a neutral density filter (OD 1.0, NE10A-A, Thorlabs, Inc.) 
to attenuate the laser power. Usually only about 20 mW is 
needed. 

3. Couple the green light into a fiber optic patch cord. 

4. To relay the laser light, prior to creating the pattern, use a fiber 
optic patch cord with a 600 μm core size. This light will be used 
to illuminate the DMD. 

5. A DLP® LightCrafter™ Evaluation Module (Texas Instru-
ments Inc.) was modified to expose the bare DMD 
(DLP3000, 608 × 684 pixels, 7.6 μm pitch, Texas Instruments 
Inc.), see Note 3, for illumination. The spatially patterned 
modulated light was then relayed to the sample with 0.5× 
magnification. 

6. Imaging light source: A wavelength-stabilized laser diode (ide-
ally in the 600–850 nm wavelength range), capable of generat-
ing a decent amount of power, to ensure sufficient light at the 
shortest exposure time (ideally on the order of 50 μs), is the 
ideal choice of illumination for MESI (for example, 50 mW, 
HL6750MG, Thorlabs, Inc.). 

7. Temperature-controlled housing: Mount the chosen laser 
diode in a laser diode mount with integrated temperature 
control (for example, TCLDM9, Thorlabs, Inc.). 

8. Temperature controller: For stability and repeatability, use a 
temperature controller (TEC, such as TED200C, Thorlabs, 
Inc.) to set and maintain the laser diode operating temperature.
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9. Laser diode controller: For the stability and repeatability of the 
illumination light, drive the laser diode with a constant current, 
controlled by a laser diode controller (such as the LDC202, 
Thorlabs, Inc.). 

10. Light modulation: Use a free space AOM (for example, 
AOMO 3100-125, Gooch and Housego) and an RF driver 
(97-03307-34, Gooch and Housego) to modulate the inten-
sity of the collimated laser light, ensuring the successful imple-
mentation of MESI. Use an iris to isolate the first order 
diffracted light from the free space AOM. 

11. Field of view control: An aspheric lens (C240TME-B, Thor-
labs, Inc.) can be used to control the beam diameter (here it 
was reduced to 1 mm). 

12. Collection optics: The scattered light was relayed through a 
pair of dichroic beamsplitters and a bandpass filter 
(685 ± 40 nm, S685/40m, Chroma Technology Corp.). Use 
a pair of camera lenses (for example, 50 mm Nikon DSLR 
lenses) to direct the collected light to the camera sensor. 

13. Camera: Use a high-speed CMOS camera that can be triggered 
from external source (such as the acA1920-155um Basler AG). 
The camera can be monochromatic, as only pixel intensity is 
required. 

14. Control electronics: Use a multifunction I/O device 
(USB-6363, National Instruments Corp.), referred to as the 
data acquisition hardware (DAQ), to produce the camera 
exposure trigger signals and AOM modulation voltages. The 
drivers and associated libraries (NI-DAQmx library) for the 
DAQ will need to be installed (see Note 4 for further details 
about MESI). 

15. Processing software: Compute the speckle contrast, at each 
exposure time, from the collected raw signals. Solve the 
MESI equation, often using via nonlinear least squares curve 
fitting, to compute the ICT maps. These steps can easily be 
done in common post-processing software such as MATLAB. 

3 Methods 

3.1 Awake Imaging 

During Targeted 

Stroke Induction 

This section will cover the steps necessary for awake imaging during 
targeted stroke induction. Note that the stroke induction proce-
dure itself required the brief use of anesthesia for the injection of 
the photothrombotic agent. While it is unclear what minimum 
dosage of isoflurane is needed to convey its neuroprotective effects 
[10], the photothrombosis was performed under the lingering 
influence of isoflurane. This obfuscates the true changes in blood 
flow and oxygenation caused by the photothrombotic occlusion



itself. Transitioning to a tail vein or intraperitoneal injection prior 
to mounting on the treadmill would allow for the complete elimi-
nation of isoflurane from the stroke induction process. The result-
ing infarct was less severe than the anesthetized demonstration and 
was likely mitigated by the availability of collateral blood supply. 

Mesoscale Imaging of Stroke 293

1. Initialize the dual modality system and ensure all optical com-
ponents are functional and at a stable operating point. 

2. The subject mouse is fixed to the headplate holder of the 
system (see Note 5 for details about potential motion artifacts 
due to locomotion) as in Fig. 1. Allow several minutes for 
habituation. 

3. Launch the speckle imaging software to ensure system func-
tionality and that the cortical surface is in focus. 

4. The subject was briefly anesthetized on the treadmill via nose-
cone inhalation of isoflurane (3.0%). 

5. Rose bengal was administered intravenously via retro-orbital 
injection (50 μL, 15 mg/mL). 

6. Stop anesthesia and remove the nose-cone. The mouse will 
typically regain consciousness after about 3 min. 

7. Check the live speckle image view to ensure that the cortical 
surface remains in focus after the dye injection. 

8. Using the speckle software choose the specific region of interest 
(ROI) that will be illuminated by the patterned DMD light. 
This is the area that will undergo clot formation (see Note 6 for 
additional details about DMD pattern control). 

9. Expose the subject to the DMD-patterned green light for 
approximately 5–15 min to induce a photothrombotic occlu-
sion. Descending arterioles were the primary targets because 
they serve as bottlenecks in the cortical oxygen supply. Target 
vessels were identified based on vascular orientation and a 
posteriori knowledge. After selecting a target vessel, adjust 
the subject such that the target vessel is approximately in the 
center of the FOV. This target area should also be the region of 
best focus if the surface is curved and consistent focus across 
the FOV is impossible. 

10. Use the live speckle view in the software to monitor clot 
formation within the targeted area. An example of this process 
is shown in Fig. 3; details about this series of figures is 
described below. The series of speckle contrast images depict 
the progression of photothrombosis with the targeted vessel 
fully occluding after less than 3 min of exposure. 

(i) Images in Fig. 3a, b are the speckle contrast values over 
the entire FOV. Areas in black represent regions of low 
speckle contrast (high flow), whereas regions in white are 
indicative of no flow.
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Fig. 3 (a) Single-exposure speckle contrast images depicting the occlusion of a descending arteriole using 
DMD-targeted photothrombosis. The red overlay indicates the 0.06 mm2 region simultaneously illuminated for 
occlusion. (b) One arteriole (A1), three veins (V1, V2, V3), and one parenchyma region (P1) were targeted for 
flow measurements after stroke induction. (c) Relative blood flow within the targeted regions during and after 
photothrombosis. The green-shaded section indicates irradiation of the targeted arteriole. The gap in data 
occurred because of technical difficulties. The arrows indicate the propagation of an ischemia-induced 
depolarization event (White scale bars = 1 mm) 

(ii) Figure 3a presents a series of speckle contrast images for 
the first 4 min post-photothrombosis (with the target 
vessel highlighted in red at t = 0 s). This time series of 
speckle images confirms the occlusion of the targeted 
vessel. 

(iii) We highlight the five regions in Fig. 3b (one arteriole, 
three veins, and one parenchyma) we monitored for 
dynamic relative blood flow. The arteriole region (A1) is 
the same vessel targeted for photothrombotic occlusion. 
The resulting timecourses of relative blood flow (using the 
relative ICT values) can be seen in Fig. 3c. Compared to 
anesthetized photothrombosis measurements, these time-
courses are significantly more variable because of walking 
and other animal motions. However, the subject had no 
visible reaction to the photothrombosis. By t = 200 s,
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flow within the targeted arteriole had decreased to <50% 
of baseline. However, the animal was likely still experien-
cing the effects of anesthesia, making it impossible to 
attribute the changes exclusively to the photothrombotic 
occlusion. 

(iv) The propagation of an ischemia-induced depolarization 
event can be seen beginning at t = 1150 s, with sharp 
reductions in relative blood flow across all ROIs. The 
magnitude of these changes are smaller than those seen 
in the anesthetized data [20], which is consistent with the 
results of a calcium imaging study performed during 
awake ischemic stroke [43]. As the depolarization sub-
sided, flow within the targeted arteriole further decreased 
to <20% of baseline. Flow in all other regions remained 
depressed following the depolarization and were relatively 
steady until the end of the 40-min imaging session. There 
was also a reduction in animal motion compared to 
pre-depolarization behavior as seen by the lack of regular 
spikes in relative blood flow. 

11. If stroke induction is not effected after 15 min, repeat the steps 
for injection and stroke injection to help the stroke take. This 
should not be repeated more than once at this dosage. 

3.2 Chronic Awake 

Post-Stroke 

Hemodynamics 

This section covers the monitoring of the chronic progression of 
the ischemic lesion using awake imaging for 8 days following 
photothrombosis, with the same mouse subject as in Subheading 
3.1 (see Note 7 for details on the upkeep of the mouse for chronic 
imaging). Anesthesia was not utilized in any of the post-
photothrombosis imaging sessions. Data was only acquired when 
the animal was completely stationary because motion could inter-
fere with the measurements and the resulting hemodynamic 
response would not be indicative of the resting state. Each imaging 
session followed the same protocol, namely: 

1. Initialize the MESI imaging system (the DMD system is not 
needed for chronic awake imaging) and ensure all optical com-
ponents are functional and at a stable operating point. 

2. The subject mouse is fixed to the headplate holder of the 
system (see Note 5 for details about potential motion artifacts 
due to locomotion) as in Fig. 1. Allow several minutes for 
habituation. 

3. Launch the speckle imaging software to ensure system func-
tionality and that the cortical surface is in focus. 

4. Collect MESI sequences, typically, 1 min of data is sufficient. 

5. Repeat the process for desired number of days/sessions in the 
study.
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Fig. 4 Progression of the ischemic lesion over 8 days as imaged with (a) single-exposure LSCI displaying the 
speckle contrast images and (b) MESI displaying the ICT images on a log scale. Day -0 measurements were 
taken immediately prior to photothrombosis induction and Day +0 measurements were taken immediately 
after. (c) One arteriole (A1), three veins (V1), and one parenchyma region (P1) were targeted for chronic (d) 
relative blood flow. Relative MESI ICT was baselined against Day -0 measurements (White scale 
bars = 1 mm) 

6. Convert the collected MESI data to ICT maps. This is done by 
solving for τc at every pixel in the image. As MESI allows for 
repeatable τc measurements across imaging sessions, we can 
reliably analyze and compare chronic changes in flow. Thus, 
we are able to monitor the progression and recovery of the 
ischemic lesion. In Fig. 4 we demonstrate the ability to use 
MESI to chronically monitor (over 8 consecutive days) the 
progression of an ischemic lesion, assess recovery of the vascu-
lature, and the changes in relative blood flow pre- and post-
stroke. The figure details are described as follows: 

(i) The perfusion of the occluded arteriole and broader 
effects on cortical flow were tracked using 5 ms single-
exposure LSCI (Fig. 4a) and MESI ICT (Fig. 4b). The 
gradient between the occluded vessel and the surrounding 
tissue diminishes over the course of Days +1, +2, and +3 as
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the occluded arteriole begins to reperfuse. By Day +5, the 
vessel had fully reperfused leaving little evidence of the 
infarct in the speckle contrast or ICT imagery. 

(ii) The same five regions (one arteriole, three veins, and one 
parenchyma) used during the acute awake photothrom-
bosis measurements were also targeted for chronic relative 
blood flow measurements (Fig. 4c, d). The relative blood 
flow was calculated using the pre-stroke (Day -0) MESI 
ICT measurements as the baseline. The first post-stroke 
measurements (Day +0) were taken immediately after the 
conclusion of the photothrombosis induction and reveal 
systemic deficits in blood flow, likely caused by the spread-
ing depolarization. Blood flow within the targeted arteri-
ole (A1) and a nearby vein (V2) slowly recovered over the 
course of 5 days while the remaining ROIs experienced a 
slight overshoot in relative flow during the same period. 
Flow continued to increase across all ROIs over the 
remaining 3 days and was elevated over baseline by the 
final imaging session on Day +8. 

(iii) The speed of the recovery from the photothrombotic 
infarct is similar to the anesthetized [20, 41] with a full 
recovery after 5 days. The targeted arteriole remained 
occluded for 3 days following photothrombosis before 
fully reperfusing. During this period, another arteriole 
approaching from midline (bottom of the camera FOV) 
hyperperfused and likely served as a collateral blood sup-
ply to mitigate the severity of the flow deficit. Once flow 
was restored to the targeted vessel on Day +4, the collat-
eral arteriole returned to near baseline flow. 

4 Notes 

1. Animals were allowed to recover from anesthesia and moni-
tored for cranial window integrity and normal behavior for at 
least 2 weeks prior to imaging. Additional carprofen injections 
(5 mg/kg) were administered subcutaneously 2, 4, and 7 days 
post-surgery to relieve inflammation from the procedure. Cra-
nial windows were lightly cleaned prior to each imaging session 
using a cotton swab and 70% ethanol (v/v). If necessary, a 
topical application of mineral oil was used to improve image 
quality by index matching. Any discoloration on or around the 
cranial window was documented and monitored for possible 
infection. Any cracks in or breaking of the cranial window were 
also documented and resulted in the immediate euthanasia of 
the animal.
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Digital Media 
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Processor 

DMD 

Light 
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Fig. 5 Overview of TI DLP® LightCrafter™, indicating the four primary components that make up the 
evaluation board 

2. Treadmill general maintenance tips: Thoroughly clean the sur-
face of the wheel with 70% EtOH or a laboratory cleaner of 
your choice after removing the mouse from the wheel. Clean 
the area around the foam wheel. Urine and feces are sprayed off 
of the wheel when the mouse runs. It can be helpful to lay a 
paper towel or other disposable materials underneath the wheel 
to collect the majority of the mouse’s waste. All parts should be 
free of oil, grease, or any other contaminants. 

3. The Texas Instruments DLP® LightCrafter™ evaluation mod-
ule contains a DLP3000 DMD, a DM365 embedded processor 
running Linux, and an RGB LED light engine developed by 
Young Optics, shown in Fig. 5. In order to utilize a custom 
light source such as a laser, the light engine must be removed to 
gain physical access to the DMD. 

4. Further details about the MESI optical setup, necessary control 
electronics, and the required software packages and logic con-
trol can be found in a Methods paper form our lab [42] and 
in [20]. 

5. Despite the efficacy of the head restraint system, correlation 
time estimates with LSCI remain extremely sensitive to any 
motion within the imaging area. The animal walking would 
cause abrupt spikes in ICT that could not definitively be 
ascribed to neurovascular coupling instead of just a slight 
motion-related displacement. Excluding data during these per-
iods of heightened activity offers the simplest solution for 
acquiring reliable instantaneous measurements of blood flow. 
However, if the hemodynamic response itself is being studied, 
then further measures would need to be taken in order to more 
robustly restrict motion of the brain. 

6. The Speckle Software was modified to control the DMD via its 
Ethernet-over-USB command interface. Users can define arbi-
trarily shaped regions of interest (ROIs) using the LSCI camera 
as reference and upload the resulting binary masks to the DMD
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for the patterning of excitation light. Registration between the 
camera and the projected pattern can be performed to guaran-
tee alignment with the reference image. Individual patterns or 
timed pattern sequences can be uploaded and displayed on the 
DMD, with a TTL pulse emitted on each pattern change. 

7. Animals were checked daily to monitor both behavior and the 
integrity of the cranial window by veterinary staff at the Uni-
versity of Texas at Austin Animal Research Center (ARC). 
Animals were housed in climate-controlled rooms with timed 
lighting (12-h light/dark cycles) to maintain a comfortable 
living environment and given food and water ad libitum. Social 
housing with multiple animals reduced the risk of overeating 
commonly seen when solo housing animals. This minimized 
possible growth in the animal’s size and helped maintain the 
integrity of the cranial window. Any aggression resulted in the 
removal of the aggressor into a separate cage. 
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